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ABSTRACT At the forefront of cognitive neuroscience re-
search in normal humans are the new techniques of functional
brain imaging: positron emission tomography and magnetic
resonance imaging. The signal used by positron emission tomog-
raphy is based on the fact that changes in the cellular activity of
the brain of normal, awake humans and laboratory animals are
accompanied almost invariably by changes in local blood flow.
This robust, empirical relationship has fascinated scientists for
well over a hundred years. Because the changes in blood flow are
accompanied by lesser changes in oxygen consumption, local
changes in brain oxygen content occur at the sites of activation
and provide the basis for the signal used by magnetic resonance
imaging. The biological basis for these signals is now an area of
intense research stimulated by the interest in these tools for
cognitive neuroscience research.

Over the past 10 years the field of cognitive neuroscience has
emerged as a very important growth area in neuroscience.
Cognitive neuroscience combines the experimental strategies of
cognitive psychology with various techniques to actually examine
how brain function supports mental activities. Leading this re-
search in normal humans are the new techniques of functional
brain imaging: positron emission tomography (PET) and mag-
netic resonance imaging (MRI) along with event-related poten-
tials obtained from electroencephalography or magnetoencepha-
lography.

The signal used by PET is based on the fact that changes in
the cellular activity of the brain of normal, awake humans and
unanesthetized laboratory animals are invariably accompa-
nied by changes in local blood flow (for a review, see ref. 1).
This robust, empirical relationship has fascinated scientists for
well over a hundred years, but its cellular basis remains largely
unexplained despite considerable research.

More recently it has been appreciated that these changes in
blood flow are accompanied by much smaller changes in oxygen
consumption (2, 3). This leads to changes in the actual amount of
oxygen remaining in blood vessels at the site of brain activation
(i.e., the supply of oxygen is not matched precisely with the
demand). Because MRI signal intensity is sensitive to the amount
of oxygen carried by hemoglobin (4), this change in blood oxygen
content at the site of brain activation can be detected with MRI
(5–8).

Studies with PET and MRI and magnetic resonance spectros-
copy (MRS) have brought to light the fact that metabolic changes
accompanying brain activation do not appear to follow exactly the
time-honored notion of a close coupling between blood flow and
the oxidative metabolism of glucose (9, 10). Changes in blood
flow appear to be accompanied by changes in glucose utilization
that exceed the increase in oxygen consumption (11, 12), sug-

gesting that the oxidative metabolism of glucose may not supply
all of the energy demands encountered transiently during brain
activation. Rather, glycolysis alone may provide the energy
needed for the transient changes in brain activity associated with
cognition and emotion.

Because of the prominent role of PET and MRI in the study
of human brain function in health and disease, it is important to
understand what we currently know about the biological basis of
the signals they monitor. Individuals using these tools or consid-
ering the results of studies employing them should have a working
knowledge of their biological basis. This paper reviews that
information which is, at times, conflicting and incomplete.

Although it is easy to conclude that much of this work
transpired over the past decade or so because of its recent
prominence in the neuroscience literature, in truth work on these
relationships and the tools to exploit them have been developing
for more than a century. To place present work in its proper
perspective, a brief historical review of work on the relationships
between brain function, blood flow, and metabolism is included.

Historical Background

The quest for an understanding of the functional organization
of the normal human brain, using techniques to assess changes
in brain circulation, has occupied mankind for more than a
century. One has only to consult William James’ monumental
two-volume text Principles of Psychology (13) on page 97 of the
first volume to find reference to changes in brain blood flow
during mental activities. He references primarily the work of
the Italian physiologist Angelo Mosso (14) who recorded the
pulsation of the human cortex in patients with skull defects
following neurosurgical procedures. Mosso showed that these
pulsation increased regionally during mental activity and
concluded, correctly we now know, that brain circulation
changes selectively with neuronal activity.

No less a figure than Paul Broca was also interested in the
circulatory changes associated with mental activities as manifest
by changes in brain temperature (15). Although best known for
his seminal observations on the effect of lesions of the left frontal
operculum on language function (16), Broca also studied the
effect of various mental activities, especially language, on the
localized temperature of the scalp of medical students (15).
Although such measurements might seem unlikely to yield any
useful information, the reported observations, unbiased by pre-
conceived notions of the functional anatomy of the cortex, were
remarkably perceptive. Also active in the study of brain temper-
ature and brain function in normal humans were Mosso (17) and
Hans Berger (18). Berger later abandoned his efforts in this area
in favor of the development of the electroencephalogram.
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Despite a promising beginning, including the seminal animal
experimental observations of Roy and Sherrington (9), which
suggested a link between brain circulation and metabolism,
interest in this research virtually ceased during the first quarter of
the twentieth century. Undoubtedly, this was due in part to a lack
of tools sufficiently sophisticated to pursue this line of research.
In addition, the work of Leonard Hill, Hunterian Professor of the
Royal College of Surgeons in England, was very influential (19).
His eminence as a physiologist overshadowed the inadequacy of
his own experiments that led him to conclude that no relationship
existed between brain function and brain circulation.

There was no serious challenge to Leonard Hill’s views until a
remarkable clinical study was reported by John Fulton in the 1928
issue of the journal Brain (86). At the time of the report Fulton
was a neurosurgery resident under Harvey Cushing at the Peter
Bent Brigham Hospital in Boston. A patient presented to Cush-
ing’s service with gradually decreasing vision caused by an
arteriovenous malformation of the occipital cortex. Surgical
removal of the malformation was attempted but unsuccessful,
leaving the patient with a bony defect over the primary visual
cortex. Fulton elicited a history of a cranial bruit audible to the
patient whenever he engaged in a visual task. Based on this
history Fulton pursued a detailed investigation of the behavior of
the bruit that he could auscultate and record over occipital cortex.
Remarkably consistent changes in the character of the bruit could
be appreciated depending upon the visual activities of the patient.
Although opening the eyes produced only modest increases in the
intensity of the bruit, reading produced striking increases. The
changes in cortical blood flow related to the complexity of the
visual task and the attention of the subject to that task anticipated
findings and concepts that have only recently been addressed with
modern functional imaging techniques (20).

At the close of World War II, Seymour Kety and his colleagues
opened the next chapter in studies of brain circulation and
metabolism. Working with Lou Sokoloff and others, Kety de-
veloped the first quantitative methods for measuring whole brain
blood flow and metabolism in humans. The introduction of an in
vivo tissue autoradiographic measurement of regional blood flow
in laboratory animals by Kety’s group (21, 22) provided the first
glimpse of quantitative changes in blood flow in the brain related
directly to brain function. Given the later importance of deriva-
tives of this technique to functional brain imaging with both PET
and functional MRI (fMRI) it is interesting to note the (dis)re-
gard the developers had for this technique as a means of assessing
brain functional organization. Quoting from the comments of
William Landau to the members of the American Neurological
Association meeting in Atlantic City (21): ‘‘Of course we recog-
nize that this is a very secondhand way of determining physio-
logical activity; it is rather like trying to measure what a factory
does by measuring the intake of water and the output of sewage.
This is only a problem of plumbing and only secondary inferences
can be made about function. We would not suggest that this is a
substitute for electrical recording in terms of easy evaluation of
what is going on.’’ With the introduction of the deoxyglucose
technique for the regional measurement of glucose metabolism
in laboratory animals (23) and its later adaptation for PET (24),
enthusiasm was much greater for the potential of such measure-
ments to enhance our knowledge of brain function (1).

Soon after Kety and his colleagues introduced their quan-
titative methods for measuring whole brain blood flow and
metabolism in humans, David Ingvar, Neils Lassen and their
Scandinavian colleagues introduced methods applicable to
humans that permitted regional blood flow measurements to
be made by using scintillation detectors arrayed like a helmet
over the head (25). They demonstrated directly in normal
human subjects that blood flow changed regionally during
changes in brain functional activity. The first study of func-
tionally induced regional changes in blood flow by using these
techniques in normal humans was actually reported by Ingvar
and Risberg (26) at an early meeting on brain blood and

metabolism and was greeted with cautious enthusiasm and a
clear sense of its potential importance for studies of human
brain function by Seymour Kety (27). However, despite many
studies of functionally induced changes in regional cerebral
blood that followed (1, 28), this approach was not embraced by
most neuroscientists or cognitive scientists. It is interesting to
note that this indifference was to disappear almost completely
in the 1980s, a subject to which we will return shortly.

In 1973 Godfrey Hounsfield (29) introduced x-ray computed
tomography, a technique based on principles presented in 1963
by Alan Cormack (30, 31). Overnight the way in which we
looked at the human brain changed. Immediately, researchers
envisioned another type of tomography, PET, which created in
vivo autoradioagrams of brain function (32, 33). A new era of
functional brain mapping began. The autoradiographic tech-
niques for the measurement of blood flow (21, 22) and glucose
metabolism (23) in laboratory animals could now be per-
formed safely in humans (24, 34). In addition, quantitative
techniques were developed (35, 36) and, importantly, validated
(36, 37) for the measurement of oxygen consumption.

Soon it was realized that highly accurate measurements of
brain function in humans could be performed with PET (38).
Although this could be accomplished with either measure-
ments of blood flow or metabolism (1), blood flow became the
favored technique because it could be measured quickly (,1
min) by using an easily produced radiopharmaceutical (H2

15O)
with a short half life (123 sec) that allowed many repeat
measurements in the same subject.

The study of human cognition with PET was aided greatly by
the involvement of cognitive psychologists in the 1980s whose
experimental designs for dissecting human behaviors by using
information-processing theory fit extremely well with the emerg-
ing functional brain imaging strategies (38). It may well have been
the combination of cognitive science and systems neuroscience
with brain imaging that lifted this work from a state of indiffer-
ence and obscurity in the neuroscience community in the 1970s
to its current role of prominence in cognitive neuroscience.

As a result of collaboration among neuroscientists, imaging
scientists, and cognitive psychologists, a distinct behavioral
strategy for the functional mapping of neuronal activity
emerged. This strategy was based on a concept introduced by
the Dutch physiologist Franciscus C. Donders in 1868 (reprint-
ed in ref. 39). Donders proposed a general method to measure
thought processes based on a simple logic. He subtracted the
time needed to respond to a light (say, by pressing a key) from
the time needed to respond to a particular color of light. He
found that discriminating color required about 50 msec. In this
way, Donders isolated and measured a mental process for the
first time by subtracting a control state (i.e., responding to a
light) from a task state (i.e., discriminating the color of the
light). An example of the manner in which this strategy has
been adopted for functional imaging is illustrated in Fig. 1.

One criticism of this approach has been that the time necessary
to press a key after a decision to do so has been made is affected
by the nature of the decision process itself. By implication, the
nature of the processes underlying key press, in this example, may
have been altered. Although this issue (known in cognitive
science jargon as the assumption of pure insertion) has been the
subject of continuing discussion in cognitive psychology, it finds
its resolution in functional brain imaging, where changes in any
process are directly signaled by changes in observable brain states.
Events occurring in the brain are not hidden from the investigator
as in the purely cognitive experiments. Careful analysis of the
changes in the functional images reveals whether processes (e.g.,
specific cognitive decisions) can be added or removed without
affecting ongoing processes (e.g., motor processes). Processing
areas of the brain that become inactive during the course of a
particular cognitive paradigm are illustrated in Fig. 2. By exam-
ining the images in Figs. 1 and 2 together, a more complete
picture emerges of the changes taking place in the cognitive
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paradigm illustrated together in these two figures. Clearly, some
areas of the brain active at one stage in a hierarchically designed
paradigm can become inactive as task complexity is increased.
Although changes of this sort are hidden from the view of the
cognitive scientist they become obvious when brain imaging is
employed.

A final caveat with regard to certain cognitive paradigms is that
the brain systems involved do not necessarily remain constant
through many repetitions of the task. Although simple habitua-
tion might be suspected when a task is tedious, this is not the issue
referred to here. Rather, when a task is novel and, more impor-
tantly, conflicts with a more habitual response to the presented
stimulus, major changes can occur in the systems allocated to the
task. A good example relates to the task shown in Figs. 1 and 2
(row 4) where subjects are asked to generate an appropriate verb
for visually presented nouns rather than simply read the noun
aloud as they had been doing (40). In this task, regions uniquely
active when the task is first performed (Fig. 1, row 4 and Fig. 3,
row 1) are replaced by regions active when the task has become

well practiced (Fig. 3, row 2). Such changes have both practical
and theoretical implications when it comes to the design and
interpretation of cognitive activation experiments. Functional
brain imaging obviously provides a unique perspective that is
unavailable in the purely cognitive experiment.

Finally, another technology emerged contemporaneously with
PET and computed tomography. This was MRI. MRI is based on
yet another set of physical principles that have to do with the
behavior of hydrogen atoms or protons in a magnetic field. These
principles were discovered independently by Felix Block (41) and
Edward Purcell and his colleagues in 1946 (42) and expanded to
imaging by Paul Lauterbur in 1973 (43). Initially MRI provided
superb anatomical information but inherent in the data also was
important metabolic and physiological information. An opening
for MRI in the area of functional brain imaging emerged when
it was discovered that during changes in neuronal activity there
are local changes in the amount of oxygen in the tissue (2, 3). By
combining this observation with a much earlier observation by
Pauling and Coryell (44) that changing the amount of oxygen

FIG. 1. Four different hierarchically or-
ganized conditions are represented in these
mean blood flow difference images ob-
tained with PET. All of the changes shown
in these images represent increases over the
control state for each task. A group of
normal subjects performed these tasks in-
volving common English nouns (40, 83, 84)
to demonstrate the spatially distributed na-
ture of the processing by task elements going
on in the normal human brain during a
simple language task. Task complexity was
increased from simply opening the eyes (row
1) through passive viewing of nouns on a
television monitor (row 2); reading aloud
the nouns as they appear on the screen (row
3); and saying aloud an appropriate verb for
each noun as it appeared on the screen (row
4). These horizontal images are oriented
with the front of the brain on top and the left
side to the reader’s left. The markings ‘‘Z 5
40’’ indicate millimeters above and below a
horizontal plane through the brain marked
‘‘Z 5 0’’.

FIG. 2. Hierarchically organized sub-
tractions involving the same task condi-
tions as shown in Fig. 1 with the differ-
ence being that these images represent
areas of decreased activity in the task
condition as compared with the control
condition. Note that the major decreases
occurred when subjects read the visually
presented nouns aloud as compared with
viewing them passively as they appeared
on the television monitor (row 3); and
when they said aloud an appropriate verb
for each noun as it appeared on the
television monitor as compared with
reading the noun aloud (row 4). Combin-
ing the information available in Figs. 1
and 2 provides a fairly complete picture of
the interactions between tasks and brain
systems in hierarchically organized cog-
nitive tasks when studied with functional
brain imaging.
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carried by hemoglobin changes the degree to which hemoglobin
disturbs a magnetic field, Ogawa et al. (4) were able to demon-
strate that in vivo changes blood oxygenation could be detected
with MRI. The MRI signal (technically known as T2* or ‘‘tee-
two-star’’) arising from this unique combination of brain physi-
ology (2) and nuclear magnetic resonance physics (44, 45) became
known as the blood-oxygen-level-dependent or BOLD signal (4).
There quickly followed several demonstrations of BOLD signal
changes in normal humans during functional brain activation
(5–8) giving birth to the rapidly developing field of fMRI.

In the discussion to follow it is important to keep in mind
that when a BOLD signal is detected blood flow to a region of
brain has changed out of proportion to the change in oxygen
consumption (46). When blood flow changes more than oxy-
gen consumption, in either direction, there is a reciprocal
change in the amount of deoxyhemoglobin present locally in
the tissue changing the local magnetic field properties. As you
will see, both increases and decreases occur in the BOLD
signal in the normal human brain.

Metabolic Requirements of Cognition

Although many had assumed that behaviorally induced increases
in local blood flow would be reflected in local increases in the
oxidative metabolism of glucose (10), evidence from brain im-
aging studies with PET (2, 3) and fMRI (46) have indicated
otherwise. Fox and his colleagues (2, 3) demonstrated that in
normal, awake adult humans, stimulation of the visual or so-
matosensory cortex results in dramatic increases in blood flow but
minimal increases in oxygen consumption. Increases in glucose
utilization occur in parallel with blood flow (3, 12), an observation
fully anticipated by the work of others (23, 47). However, changes
in blood flow and glucose utilization were much in excess of the
changes in oxygen consumption, an observation contrary to most
popularly held notions of brain energy metabolism (10). These
results suggested that the additional metabolic requirements
associated with increased neuronal activity might be supplied
largely through glycolysis alone.

Another element of the relationship between brain circulation
and brain function that was not appreciated before the advent of
functional brain imaging was that regional blood flow and the
fMRI BOLD signal not only increase in some areas of the brain
appropriate to task performance but also decrease from a resting
baseline in other areas (48) as shown in Fig. 2. An appreciation
of how these decreases arise in the context of an imaging
experiment is diagrammatically represented in Fig. 4. The pos-
sible physiological implications of these changes are discussed
below.

Physiologists have long recognized that individual neurons in
the cerebral cortex can both increase or decrease their activities

from a resting, baseline firing pattern depending on task condi-
tions. Examples abound in the neurophysiological literature (49).
A parsimonious view of these decreases in neuronal activity is that
they reflect the activity of inhibitory interneurons acting within
local neuronal circuits of the cerebral cortex. Because inhibition
is energy requiring (50), it is impossible to distinguish inhibitory
from excitatory cellular activity on the basis of changes in either
blood flow or metabolism. Thus, on this view a local increase in
inhibitory activity would be as likely to increase blood flow and
the fMRI BOLD signal as would a local increase in excitatory
activity. How, then, might decreases in blood flow or the fMRI
BOLD signal arise?

To understand the possible significance of the decreases in
blood flow in functional imaging studies it is important to
distinguish two separate conditions in which they might arise‡.
The less interesting and more usually referred to circumstance
arises when two images are compared in which one contains a
regional increase in blood flow caused by some type of task
activity (e.g., let us consider hand movement that produces
increases in contralateral motor cortex blood flow) and a control
image that does not (i.e., in this example, no hand movement). In
our example, subtracting the image associated with no hand
movement from the image associated with hand movement
reveals the expected increase in blood flow in motor cortex.
Simply reversing the subtraction produces an image with a
decrease in the same area. Although this example may seem
trivial and obvious, such subtraction reversals are often presented
in the analysis of very complex tasks and in such a manner as to
be quite confusing even to those working the field. A diagram-
matic representation of how this occurs is presented in Fig. 4.

The second circumstance (Fig. 4) in which decreases in blood
flow and the fMRI BOLD signal appear is not caused by the
above type of data manipulations (i.e., an active task image
subtracted from a passive state image). Rather, blood flow and
the fMRI BOLD signal actually decrease from the passive
baseline state (i.e., the activity in a region of brain has not been
first elevated by a task). The usual baseline conditions from which
this occurs consist of lying quietly but fully awake in an MRI or
PET scanner with eyes closed or passively viewing a television
monitor and its contents, be it a fixation point or even a more
complex stimulus (Fig. 2, row 3). In the examples discussed by
Shulman et al. (48), areas of the medial orbital frontal cortex, the
posterior cingulate cortex, and precuneus consistently showed

‡Some have wondered whether these reductions in blood flow are
merely the hemodynamic consequence of increases elsewhere (i.e., an
intracerebral steal phenomenon). Such a hypothesis is very unlikely
to be correct because of the tremendous hemodynamic reserve of the
brain (51) and also because there is no one to one spatial or temporal
correlation between increases and decreases (e.g., see Fig. 1 and 2).

FIG. 3. Practice-induced changes in brain sys-
tems involve both the disappearance of activity in
systems initially supporting task performance (row
1) and the appearance of activity in other systems
concerned with practiced performance (row 2). In
this example, generating verbs aloud for a visually
presented nouns (see also row 4 of Figs. 1 and 2 for
changes during the naı̈ve performance of the task),
subjects acquired proficiency on the task after 10
min of practice. This improved performance was
associated with a disappearance of activity in areas
of frontal and temporal cortex and the right cere-
bellum (row 1) and the appearance of activity in
Sylvian-insular and occipital cortex (row 2). These
images were created by subtracting the naı̈ve per-
formance of verb generation from the practiced
performance of the task. More details on these
changes can be obtained from Raichle et al. (40).
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decreased blood flow when subjects actively processed a wide
variety of visual stimuli as compared with a passive baseline
condition (compare with the example shown in Fig. 2).

The hypothesis one is led to consider, regarding these rather
large area reductions in blood flow, is that a large number of
neurons reduce their activity together (for one of the few neu-
rophysiological references to such a phenomenon, see ref. 52).
Such group reductions could not be mediated by a local increase
in the activity of inhibitory interneurons as this would be seen as
an increase in activity by PET and fMRI. Rather, such reductions
are likely mediated through the action of diffuse projecting
systems like dopamine, norepinephrine, and serotonin or a
reduction in thalamic inputs to the cortex. The recognition of such
changes probably represents an important contribution of func-
tional brain imaging to our understanding of cortical function and
should stimulate increased interest in the manner in which brain
resources are allocated on a large systems level during task
performance.

The metabolic accompaniments of these functionally induced
decreases in blood flow from a passive baseline condition were
not initially explored, and it was tacitly assumed that such
reductions would probably be accompanied by coupled reduc-
tions in oxygen consumption. Therefore, it came as a surprise that
the fMRI BOLD signal, based on tissue oxygen availability,
detected both increases and decreases during functional activa-
tion (Fig. 5). Decreases in the BOLD signal during a task state as
compared with a passive, resting state have been widely appre-
ciated by investigators using fMRI although, surprisingly, no
formal publications on the subject have yet to appear.

Complementing these observations from functional brain im-
aging on the relationship between oxygen consumption and blood
flow during decreases are earlier quantitative metabolic studies of
a phenomenon known as cerebellar diaschisis (53, 54). In this
condition, there is a reduction in blood flow and metabolism in
the hemisphere of the cerebellum contralateral to an injury to the
cerebral cortex, usually a stroke. Of particular interest is the fact

that blood flow is reduced significantly more than oxygen con-
sumption (53, 54). The changes in the cerebellum are thought to
reflect a reduction in neuronal activity within the cerebellum due
to reduced input from the cerebral cortex. One can reasonably
hypothesize that similar, large-scale reduction in systems level
activity are occurring during the course of normal functional
brain activity (48).

Taken together the data we have at hand suggest that blood
flow changes more than oxygen consumption in the face of
increases as well as decreases in local neuronal activity (Fig. 6).
Glucose utilization also changes more than oxygen consumption
during increases in brain activity (we presently have no data on
decreases in glucose utilization) and may equal the changes in
blood flow in both magnitude and spatial extent (3, 12) Although
surprising to many, these results were not entirely unanticipated.

Experimental studies of epilepsy in well-oxygenated, pas-
sively ventilated experimental animals§ (56) had indicated that
blood flow increased in excess of the oxygen requirements of
the tissue. During the increased neuronal activity of a seizure,
discharge increase in the brain venous oxygen content was
routinely observed (56). Because of the increase in blood
pressure associated with the seizure discharge, the fact that
blood flow exceeded the oxygen requirements of the tissue was
attributed to a loss of cerebral autoregulation (56). A similar
concern was expressed about equally prescient experiments
involving brain blood flow changes during sciatic nerve stim-
ulation in rodents (57, 58). However, experiments by Ray

§Wilder Penfield is frequently given credit for the observation that
venous oxygenation increases during a seizure discharge (i.e., so-
called ‘‘red veins on the cortex’’). Careful reading of his many
descriptions of the cortical surface of the human brain during a
seizure fail to disclose such a description. Rather, he describes quite
clearly the infrequent appearance of arterial blood locally in pial veins
after a focal cortical seizure (55): ‘‘. . . the almost invariable objective
alteration in the exposed hemisphere coincident with the onset of the
fit is a cessation of pulsation in the brain’’ (page 607).

FIG. 4. Functional images obtained with PET and fMRI represent comparisons between two conditions usually referred to as a control state and a
task state. The task state is designed to contain specific mental operations of interest. Because the task state invariably contains additional mental
operations not of interest, a control state is selected which contains those operations to be ignored yet does not contain the operations of interest in the
task state. Depending on the actual changes in brain activity in each state and the comparison made between states, the resulting changes depicted in
the functional image will have either a positive (Fig. 1) or negative (Fig. 2) sign. This figure is designed to illustrate how the sign (i.e., positive or negative
change) arises from the primary image data. Absolute changes (Absolute Magnitudes) are represented on the left for a hypothetical area in the brain
as monitored by either PET or fMRI. The horizontal axis on the left represents four states studied in the course of a hypothetical imaging experiment.
An Absolute Magnitude above the horizontal axis (A) represents an increase over the other states studied whereas an Absolute Magnitude below this
axis (B) represents a decrease. The comparisons (i.e. 2-1, 3-2, and 4-3) leading to the functional images themselves are shown on the right (Difference
Magnitudes). It should be appreciated from this figure that the sign of the change in the functional image is dependent on both the change in activity
within an area during a particular task (Absolute Magnitudes) and the particular comparison subsequently made between states (Difference Magnitudes).
These general principles should be kept in mind when evaluating data of the type shown in Figs. 1–3.
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Cooper and his colleagues largely circumvented that concern
(59, 60). They demonstrated that oxygen availability measured
locally in the cerebral cortex of awake patients undergoing
surgery for the treatment of intractable epilepsy increased
during changes in behavioral activity (e.g., looking at pictures,
manual dexterity, reading). These changes in oxygen availabil-
ity occurred in the absence of any change in blood pressure and
were observed during normal brain function in humans. Sur-
prisingly, these observations were largely ignored until the
work of Fox and his colleagues called attention to the phe-
nomenon in normal human subjects with PET (2, 3).

Interpretation of these blood flow–metabolism relation-
ships during changes in functional brain activity are presently
controversial. Several schools of thought have emerged. One
hypothesis that addresses the role of glycolysis in brain func-
tional activation is most eloquently articulated by Pierre
Magistretti and colleagues based on their work with cultured
astrocytes (61, 62). In this theory, increases in neuronal activity
stimulated by the excitatory amino acid transmitter glutamate
result in relatively large increases in glycolytic metabolism in
astrocytes. The energy supplied through glycolysis in the
astrocyte is used to metabolize glutamate to glutamine before
being recycled to neurons. Coupled with estimates that in-

creased firing rates of neurons require little additional energy
over and above that required for the normal maintenance of
ionic gradients (63) leads to the hypothesis that the primary
metabolic change associated with changes (at least increases)
in neuronal activity are glycolytic and occur in astrocytes.

In somewhat greater detail, neuronal activation results in
sodium ion influx and potassium efflux. This is accompanied
by an influx of protons into neurons, initially alkalinizing the
extracellular space, which results in alkalinization of the
astrocyte (64). Alkalinization of the astrocyte results in stim-
ulation of glycolysis (65) with the breakdown of glycogen (66)
and the production of both pyruvate and lactate in excess of
astrocyte metabolic needs and despite normal tissue oxygen-
ation. The lactate can then leave the astrocyte and be taken up
by neurons to be oxidatively metabolized by neurons (67).
Because glucose metabolism exceeds oxygen consumption
during increases in neuronal activity (3) another fate for
lactate must also be sought. This might possibly occur through
enhanced removal from the brain by flowing blood, a hypoth-
esis for which we presently have only indirect evidence (68, 69),
or re-incorporation into astrocytic glycogen (70).

Additional support for this hypothesis comes from in vivo
observations that increases in neuronal activity are associated

FIG. 5. fMRI (Upper) of the BOLD signal (4) and PET (Lower) images of blood flow change. These images were obtained during the
performance of a task in which subjects viewed three letter word stems and were asked to speak aloud (PET) or think silently (fMRI) the first
word to come to mind whose first three letters corresponded to the stems [e.g., see cou, say or think couple (85)]. The color scale employed in
these images shows activity increases in reds and yellows and activity decreases in greens and blues. Note that both PET and fMRI show similar
increases as well as decreases. The fMRI images were blurred to the resolution of the PET images (18 mm full width at half maximum) to facilitate
comparison.

FIG. 6. A summary of currently available data on the
relationship of blood flow, glucose utilization, and oxygen
consumption to the cellular activity of the brain during
changes in functional activity is shown in this figure. The
changes occurring in blood flow and glucose utilization
exceed changes in oxygen consumption. The degree to
which oxygen consumption actually changes, if at all,
remains to be determined. PET measures the changes in
blood flow. fMRI measures a BOLD (4) signal or contrast
that arises when changes in blood flow exceed changes in
tissue oxygen consumption.
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with glycogenolysis in astrocytes (71), a convenient source of
readily available energy for such a process, located in a cell
uniquely equipped enzymatically for the process (62, 71).
Finally, measurements of tissue lactate with MRS in humans
(72) and with substrate-induced bioluminescence in laboratory
animals (73) has shown localized increases in tissue lactate
during physiologically induced increases in neuronal activity.

Not surprisingly, the above hypothesis has been challenged and
alternatives offered to explain the observed discrepancy between
changes in blood flow and glucose utilization, which appear to
change in parallel, and oxygen consumption, which changes much
less than either. One suggestion is that the observed discrepancy
is transient (74). Measuring brain glucose and lactate concentra-
tions and blood oxygenation with MRI and MRS in normal
human volunteers, Frahm et al. (74) observed a rise in visual
cortex lactate concentration that peaked after 3 min of visual
stimulation and returned to baseline after 6 min of continuous
stimulation. During this same period of time blood oxygen
concentration was initially elevated but also returned to baseline
by the end of the stimulation period. In a complementary study
Hyder et al. (75) similarly suggest, on the basis of MRS studies of
anesthetized rats during forepaw stimulation that ‘‘oxidative
CMRGlu supplies the majority of energy during sustained brain
activation.’’ However, in a very careful study of this question by
Bandettini et al. (76) in awake humans, they conclude from their
own data and a careful analysis of the literature that BOLD signal
changes and blood flow remain elevated during prolonged peri-
ods of brain activation provided that there is no habituation to the
presented stimulus. This conclusion is entirely consistent with the
original observations of Fox and Raichle (2).

Another popular hypothesis is based on optical imaging work
of physiologically stimulated visual cortex by Malonek and Grin-
vald (77). In their work they measure changes in reflected light
from the surface of visual cortex in anesthetized cats. By using
wavelengths of light sensitive to deoxyhemoglobin and oxyhemo-
globin they note an almost immediate increase in deoxyhemo-
globin concentration followed, after a brief interval, by an in-
crease in oxyhemoglobin which, although centered at the same
location as the change in deoxyhemoglobin, is greater in magni-
tude and extends over a much larger area of the cortex than do
the changes in deoxyhemoglobin (77). They interpret these results
to mean that increases in neuronal activity are associated with
highly localized increases in oxygen consumption which stimulate
a vascular response, delayed by several seconds, that is large in
relation to both the magnitude of the increase in oxygen con-
sumption and the area of cerebral cortex that is actually active. In
other words, by their theory increases in neuronal activity in the
cerebral cortex are, actually, associated with increased oxidative
metabolism of glucose. Because the blood flow response to the
change in neuronal activity is relatively slow, oxygen reserves in
the area of activation are temporarily depleted. When the blood
flow response does occur, after a delay of 1–3 sec, it exceeds the
needs of the tissue, delivering to the active area of cortex and its
surroundings oxygen in excess of metabolic needs. This hypoth-
esis has stimulated interest in the use of high field strength MRI
systems to detect the initial oxygen depletion predicted by the
small increases in deoxyhemoglobin (78). The hope would be that
both spatial and temporal resolution of fMRI would be improved
by focusing on this postulated early and spatially confined event.

Support for the hypothesis of Malonek and Grinvald (77)
comes from theoretical work by Buxton and Frank (79). In their
modeling work they show that in an idealized capillary tissue
cylinder in the brain, an increase in blood flow in excess of the
increased oxygen metabolic demands of the tissue is needed to
maintain proper oxygenation of the tissue. This finding results
from the poor diffusivity and solubility of oxygen in brain tissue.
In this theory, blood flow remains coupled to oxidative metab-
olism but in a nonlinear fashion designed to overcome the
diffusion and solubility limitations of oxygen in brain tissue to
maintain adequate tissue oxygenation.

Although the hypothesis that reactive hyperemia is a normal
and necessary consequence of increased neuronal activity
merits careful consideration, several observations remain un-
explained. First, it does not account for the increased glucose
utilization that parallels the change in blood flow observed in
normal humans (3, 12) and laboratory animals (73, 80, 81).
Second, it does not agree with the observations of Woolsey et
al. (80) as well as others (81) who have demonstrated a
remarkably tight spatial relationship between changes in neu-
ronal activity within a single, rat whisker barrel and the
response of the vascular supply as well as glucose metabolism
to that barrel. There is little evidence in these studies for
spatially diffuse reactive hyperemia surrounding the stimu-
lated area of cortex. Third, in the paper by Malonek and
Grinvald (77), the initial rise in deoxyhemoglobin seen with
activation is not accompanied by a fall in oxyhemoglobin as
would be expected with a sudden rise in local oxygen con-
sumption that precedes the onset of increased oxygen delivery
to the tissue. In the presence of somewhat conflicting evidence
on capillary recruitment in brain (80–82), which could explain
this observation, we should exercise caution in accepting
uncritically the data of Malonek and Grinvald (77) until an
explanation for this particular discrepancy is found and better
concordance is achieved with other experiments. Clearly, more
information is needed on the exact nature of the microvascular
events surrounding functional brain activation. Finally, we are
left without an explanation for the observation that when
blood flow decreases below a resting baseline during changes
in the functional activity of a region of the brain (Fig. 2), a
negative BOLD signal arises due to the fact that blood flow
decreases more than the oxygen consumption (Figs. 5 and 6).

One final caveat should be mentioned. From the perspective of
this review it would be easy to assume that because blood flow and
glucose utilization appear to increase together and more than
oxygen utilization during increases in neuronal activity, the
increase in blood flow serves to deliver needed glucose. Recent
data from Powers et al. (82) suggest otherwise. They noted no
change in the magnitude of the normalized regional blood flow
response to physiological stimulation of the human brain during
stepped hypoglycemia. They concluded that the increase in blood
flow associated with physiological brain activation was not reg-
ulated by a mechanism that matched local cerebral glucose supply
to local cerebral glucose demand (82).

So what are we to conclude at this point in time? Any theory
designed to explain functional brain imaging signals must
accommodate three observations (Fig. 6). First, local increases
and decreases in brain activity are reliably accompanied by
changes in blood flow. Second, these blood flow changes
exceed any accompanying change in the oxygen consumption.
If this were not the case, fMRI based on the BOLD signal
changes could not exist. Third, while paired data on glucose
metabolism and blood flow are limited, they suggest that blood
flow changes are accompanied by changes in glucose metab-
olism of approximately equal magnitude and spatial extent.

Several additional factors must be kept in mind in the
evaluation of extant data and the design of future experiments.
Anesthesia, a factor present in many of the animal experiments
discussed in this review, may well have a significant effect on
the relationships among blood flow, metabolism, and cellular
activity during brain activation. Also, habituation of cellular
activity to certain types of stimuli (74, 76) as well as rapid,
practice-induced shifts in the neuronal circuitry used for the
performance of a task (Fig. 3) may well complicate the
interpretation of resulting data if overlooked in experiments
designed in investigate these relationships.

Presently we do not know why blood flow changes so
dramatically and reliably during changes in brain activity or
how these vascular responses are so beautifully orchestrated.
These questions have confronted us for more than a century
and remain incompletely answered. At no time have answers
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been more important or intriguing than presently because of
the immense interest focused on them by the use of functional
brain imaging with PET and fMRI. We have at hand tools with
the potential to provide unparalleled insights into some of the
most important scientific, medical, and social questions facing
mankind. Understanding those tools is clearly a high priority.
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