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Abstract

The work in this thesis is primarily concerned with overcoming technical challenges involved
in implementing dynamic shimming for high field (≥ 3 T) magnetic resonance imaging
(MRI). The methods developed here to improve the equipment and techniques for dynamic
shimming have additionally lead to advanced gradient and shim coil design, as well as
opening up new avenues of research related to the development of novel hardware and
techniques for MRI.

One obstacle to the advancement of high field MRI is the problem of susceptibility-
induced magnetic field inhomogeneities, which cause image distortion and signal losses
which become increasingly severe at high static field strengths. Dynamic shimming is one
promising technique for ameliorating these effects. However, most MR scanners would
require additional hardware in order to implement dynamic shimming.

Here, a set of insertable head gradient and shim coils with low inductance as required
for dynamic shimming has been designed. Limits on the radii of the coil set meant that the
shoulders of subjects be accommodated by the geometry. These gradient and shim coils
were designed, using an inverse boundary element method (IBEM), with slots removed from
the otherwise cylindrical surface geometry. This coil set was built with collaboration from
Magnex Scientific Ltd. (now Varian Inc., Yarnton, Oxon, UK.) and tested at 3T. The IBEM
was found to be an extremely powerful method by which many more gradient, shim and
other coils with asymmetric geometries have been designed.

A generalised version of dynamic shimming has been developed that is shown by simula-
tion to reduce magnetic field inhomogeneity to a greater extent than conventional dynamic
shimming. Parcellated dynamic shimming involves shimming cuboidal sub-volumes of the
whole volume and achieves a similar homogeneity with linear shims as conventional dynamic
shimming with up to 3rd order shims, potentially reducing the need for extra hardware.

Another novel shimming technique is developed here using prinipal component analysis
to design a set of shim coils that generate the common shape of magnetic fields inside the
head.
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Chapter 1

Introduction

Since Mansfield and Maudsley’s first in vivo cross-sectional nuclear magnetic resonance
(NMR) images of a finger in 1977 [1], magnetic resonance imaging (MRI) has developed
rapidly into the routine diagnostic imaging modality it is today. This technological devel-
opment has been motivated by its many uses in clinical diagnostics, and accelerated by the
innovations of the basic scientists and engineers. MRI has played its part in early diagnosis
of many diseases, particularly cancer, and has saved many lives.

The principal component of the MRI scanner is the large electromagnet that generates
an intense magnetic field. There is an increase in the signal-to-noise ratio (SNR) in MRI
with increasing magnetic field strength. Since nuclear magnetic resonance (NMR) signals,
the basis of MRI, are inherently weak, the striving for high SNR is fuelling the desire for
ever more powerful superconducting magnets to generate stronger magnetic fields. This
increase in field strength is accompanied by many technical challenges arising from the
physical interaction between the MRI scanner and the object being scanned.

One such challenge is the requirement in MRI for the static magnetic field to be highly
homogeneous. For empty scanners, this is an engineering challenge that can be met by
fine adjustments in the design of the MRI scanners. However, when an object is placed in
the scanner, differences in magnetic susceptibility within it cause object-specific magnetic
field inhomogeneities to be generated. More specifically, living organisms are composed
of different tissues possessing different magnetic susceptibilities with complex morphology.
Magnetic fields are generated at the interface between tissues of different magnetic suscep-
tibility, proportional to the strength of the static magnetic field.

Inhomogeneities in the static magnetic field can cause geometric distortion of images, loss
of signal, reduction of sensitivity to the blood oxygenation level dependent (BOLD) contrast,
the signal behind functional MRI (fMRI), and many more problems besides. Reduction of
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CHAPTER 1. INTRODUCTION 2

the susceptibility-induced magnetic field inhomogeneities is essential to allow new methods
to be developed for high field MRI, and to open up previously inaccessible avenues of
research.

There are many ways to perform shimming, the method by which the magnetic field
is made more homogeneous. Commonly, a set of current carrying coils of wire that each
generate a different spherical harmonic shaped magnetic field are provided for shimming
on a subject-specific basis. The currents in these shim coils are set to cancel maximally
the susceptibility-induced magnetic field inhomogeneities. Because the inhomogeneities
are generated locally and the magnetic fields of the shim coils are generated externally,
shimming cannot be perfect since static magnetic fields are not focusable. The shimming
performance has previously been shown to be increased by dynamic shimming, a method
whereby shimming of each slice individually is performed for a multi-slice data acquisition.
Because the extent of the shimming region is reduced, the efficacy of dynamic shimming is
increased over that of conventional global shimming given the same number of shim coils.

There are however, some technical challenges that need to be overcome in order to im-
plement dynamic shimming since the hardware supplied with most MRI scanners is not
compatible with dynamic shimming. In this work we aim to overcome some of these hard-
ware challenges, and propose a novel, more effective solution to the shimming problem.

1.1 Scope of this Thesis

The first chapter of this thesis describes the basic physical principles required to understand
the content of the rest of the thesis. It is assumed that the reader has university-level physics
knowledge, or at least an enthusiastic attitude to learning the physical principles herein. It
begins, somewhat abruptly, with Maxwell’s equations, which were a landmark achievement
in physics which, at the end of the 19th century, prompted some to consider that “the only
occupation which will be left to men of science will be to carry these measurements to
another place of decimals”1, shortly before the advent of quantum theory and the theory
of special relativity.

Maxwell’s equations provide a general description of electromagnetism. In the subse-
quent sections a number of assumptions about the length and time scales to be considered
are used to simplify the form of Maxwell’s equations employed in later work. Magnetic
susceptibility is also described with relevance to this work.

Two mathematical sections are provided for the reader on the subjects of spherical
harmonics, and Fourier transforms, key concepts for this thesis and for MRI in general.

1James Clerk Maxwell Scientific Papers 2, 244, October 1871. In vehement opposition to this view.
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The next section goes on to describe the nuclear magnetic resonance (NMR) phe-
nomenon, and its application in magnetic resonance imaging (MRI) briefly. The key con-
cepts and common methods in MRI are described at a level of detail that befits this thesis,
and references to further detailed discussions on these topics are given in the text. Lastly
a diagram showing the principal hardware components of a typical MRI scanner is shown.

The third and fourth chapters form literature reviews of the subjects of shimming and
coil design. These give a detailed, though not exhaustive, perspective on the subjects so as
to set in place the context within which this work may be placed.

Chapter 5 details inverse boundary element method (IBEM) coil design in mathematical,
and practical terms. It is hoped that this chapter gives the reader a self-contained recipe
for implementing the IBEM for coil design.

Examples of how this IBEM can be used to design a wide variety of coils are given in
Chapter 6 to demonstrate the power and versatility of our implementation of this method.
Thirteen examples of coil design problems that have been solved or improved with this
method are presented here, including gradient coils, shim coils and coils that generate
asymmetric magnetic fields.

Chapter 7 presents work on parcellated dynamic shimming. This method is an extension
of the shimming technique used to homogenise the magnetic field during an MRI scan. It
is shown by simulation that this method has the potential to out-perform the shimming
capabilities of conventional dynamic shimming and may also reduce the requirement for
extra hardware at the expense of increased complexity of data acquisition.

The final chapter in the main body of this thesis is a discussion of the research presented
here. Brief details of where the work of this thesis might lead and future projects that would
naturally follow from this work are also detailed.

The end matter of this thesis is composed of a Bibliography and an Appendix. The
latter details the properties of all the coils described in this thesis. It is intended to serve as
a way of comparing the performance of these coils with each other and with coils presented
by other authors.



Chapter 2

Basic Principles

In this chapter, the physical principles pertinent to the work in this thesis are outlined.
Firstly, in § 2.1, the essential electromagnetic theory and in particular, electrostatics is
explained briefly, primarily adapted from Jackson [2]. This is followed, in § 2.2 and § 2.3, by
the mathematics of spherical harmonics and Fourier transforms. In § 2.4, a description of the
nuclear magnetic resonance (NMR) phenomenon is given, followed by, in § 2.5, a discussion
of how NMR can be exploited to gather information about the internal properties of objects
with magnetic resonance imaging (MRI). The basic theories on which MRI is founded have
already been explained in detail in a number of authoritative texts [3, 4].

2.1 Electromagnetism

Maxwell’s equations form the starting point for all electromagnetic analysis. Equations
(2.1) to (2.4) are the differential forms of Gauss’s Law, Ampere’s law, Faraday’s law, and
Gauss’s law (magnetic) respectively,

∇ ·D = ρ (2.1)

∇×H− ∂D
∂t

= J (2.2)

∇×E− ∂B
∂t

= 0 (2.3)

∇ ·B = 0. (2.4)

Here D is the displacement and E is the electric field, related to each other by D = εE

where ε is the dielectric constant of the media; ρ is the charge density; H is the magnetic
field and B is the magnetic induction, related to each other by B = µH where µ is the

4
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magnetic permeability of the media; J is the current density related to E by J = σE, where
σ is the conductivity of the material.

The continuity equation (2.5) is also employed in electromagnetic studies, and can be
derived from Eqs. (2.1) and (2.2).

∂ρ

∂t
+∇ · J = 0 (2.5)

2.1.1 Magnetostatics

The current work primarily involves magnetostatics, the study of time-invariant magnetic
fields. Hence, in the absence of magnetic materials, Ampere’s law (2.2) reduces to

∇×B = µ0J (2.6)

where µ0 is the permeability of free space and is equal to 4π × 10−7 WbA−1m−1. Fur-
thermore, the continuity equation (2.5) reduces to

∇ · J = 0. (2.7)

2.1.2 Source-Free Magnetostatics

In regions of space containing no charge density, ρ, the equations that govern the magnetic
fields reduce even further,

∇ ·B = 0 (2.8)

∇×B = 0. (2.9)

Then, using the vector identity ∇ × ∇ × B = ∇(∇ · B) − ∇2B (2.8) and (2.9) yield
Laplace’s equation

∇2B = 0 (2.10)

The Laplace operator, ∇2, applied to each component of the magnetic flux density must
therefore be equal to zero. If only the z-component of the magnetic flux density is considered
this gives

∇2Bz = 0 (2.11)
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2.1.3 Magnetic Vector Potential and the Biot-Savart Law

The magnetic vector potential, A, is defined by

B = ∇×A (2.12)

Combining this with Eq. (2.6) gives

∇×∇×A = µ0J (2.13)

Using the identity, ∇ × ∇ ×A = ∇2A − ∇(∇ ·A), and Coulomb’s gauge, ∇ ·A = 0,
yields

∇2A = µ0J (2.14)

which has the solution

A(r) =
µ0

4π

∫∫∫
J(r′)
|r− r′|

dV ′ (2.15)

Using ∇× (uJ) = u∇×J−J×∇u, and ∇ 1
||r−r′|| = − r−r′

||r−r′||3 results in the integral form
of Biot-Savart law

B(r) =
µ0

4π

∫∫∫
(r− r′)× J(r′)

|r− r′|3
dV ′ (2.16)

2.1.4 Magnetic Susceptibility

When an object experiences a magnetic field it will tend to generate its own magnetic field
in response. The resulting magnetisation, M, is related to the applied magnetic field, H,
by M = χH where the dimensionless constant of proportionality, χ, is the magnetic sus-
ceptibility of the material. The susceptibility is related to the permeability via the relation
µ = µ0(1 + χ). Diamagnetic materials, such as water, possess a negative χ, such that the
magnetisation induced in them opposes the applied magnetic field. Paramagnetic materi-
als have positive χ values and thus generate a magnetisation that reinforces the magnetic
field experienced by the object. Table 2.1 shows some values of magnetic susceptibility of
different tissues found in the body after Collins et al. [5].

Ferromagnetic materials, such as iron, exhibit a stronger magnetisation in the presence
of an applied magnetic field with a characteristic magnetic susceptibility which is a function
of field strength and maybe of the order of χ = 200.
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Material χ (×10−6)
Air 0.4

Water -9.0
Fat -7.8

Bone -8.4
Blood -8.5

Grey matter -9.0
White matter -8.8

Table 2.1: Magnetic susceptibilities, χ, of common tissues of the human body.

2.2 Spherical Harmonics

The general solution to the Laplace equation (2.11) in spherical polar coordinates (r, θ, φ)
is any linear combination of regular spherical harmonic (also known as solid harmonic)
functions of the form

Rmn (r, θ, φ) = rnPmn (cos θ)eimφ (2.17)

where Pmn are associated Legendre polynomials with positive integer order n and positive
integer degree m ≤ n. Equation (2.17) can be rewritten in Cartesian coordinates [6]

Rmn (x, y, z) = (n+m)!
∑
k

(−1)k(x+ iy)(k+m)(x− iy)kz(n−m−2k)

2(2k+m)(k +m)!(n−m− 2k)!
(2.18)

where k is each positive integer for which k ≤ 1
2(n−m).

Therefore the z-component of the magnetic induction, Bz(r), can be expanded in terms
of a weighted sum of orthogonal spherical harmonic basis functions.

Bz(r) =
∞∑
n=0

n∑
m=−n

Cmn R
m
n (r) (2.19)

where Cmn is the amount of the nth order, mth degree spherical harmonic present in
Bz(r). Figure 2.1 shows all the 0th, 1st, 2nd and 3rd order spherical harmonic functions
plotted on the surface of a sphere. The order, degree, name, and the equations in spherical
polar and Cartesian coordinates of each harmonic are given next to the plots. In this thesis
we adopt the convention that the imaginary part, =, of tesseral (m 6= 0) harmonics is
written with negative degree, i.e. <(Rmn ) is simply written as Rmn and =(Rmn ) is written as
R−m
n .
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Figure 2.1: Plots of the spherical harmonics up to 3rd order on the surface of a sphere
shown in red (positive) and blue (negative). The equations for the spherical harmonics are
given in spherical polar (r, θ, φ) and Cartesian (x, y, z) coordinates.
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2.3 Fourier Transforms

The Fourier transform, F , is a mathematical operator regularly used in NMR. It allows a
function, f(x), to be decomposed into a function, F (k), of its frequency components, k.
The spatial frequencies from a 1D function in x are obtained via

F (k) = F{f(x)} =
∫ ∞

−∞
f(x)e−ikxdx. (2.20)

It follows then that the inverse Fourier transform operation, F−1, is

f(x) = F−1{F (k)} =
1
2π

∫ ∞

−∞
F (k)eikxdk. (2.21)

The Fourier transform can be applied to time-varying functions (Fig. 2.2 a)), as well
as spatially-varying functions (Fig. 2.2 b)) and can be extended to 2-dimensions (Fig. 2.2
c)) or more.

Figure 2.2: Examples of the Fourier transform; a) a single cosine wave transforms to a
pair of Dirac delta functions at the frequency of the signal, b) a ‘top-hat’ spatial function
transforms to a sinc function of spatial frequency and, c) a 2D axial, grey-scale image
transforms to its 2D Fourier transform (shown here with the modulus scaled logarithmically
to show detail, and the centre of which corresponds to kx = ky = 0).
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2.4 Nuclear Magnetic Resonance

Nuclear magnetic resonance (NMR) is the study of the resonant behavior of nuclei under
the influence of magnetic fields. This section outlines basic NMR theory.

2.4.1 Nuclei, Spin and Energy Levels

Hydrogen atoms, 1H, consist of an electron orbiting a nucleus of a single proton. Since the
proton has a spin quantum number ms = 1

2 , the hydrogen nucleus may exist in two spin
states, either the ‘up’ state, |α〉, or the ‘down’ state |β〉. These states correspond to the
two possible quantised angular momentum values, I, it can have; The z-component of the
nuclear angular momentum may take the values Iz = −1

2~ or Iz = +1
2~ for the down and up

states respectively, where ~ = 1.054×10−34 Js is the reduced Planck’s constant. In fact, all
nuclei with unpaired nucleons (proton or neutrons) have a net nuclear angular momentum;
carbon-13, 13C has one unpaired neutron and therefore also has a spin of 1

2 .
Nuclei also possess a positive charge and rotating charges generate magnetic dipole

moments, µ = γI, where γ is the gyromagnetic ratio (γ = 2.675×108 s−1T−1 for 1H). When
a dipole is subjected to a magnetic field, B0, it will tend to align ‘parallel’ or ‘antiparallel’
with the direction of B0 depending on whether its spin state is up or down. These parallel
and anti-parallel states have a difference in energy, E, proportional to the strength of the
magnetic field that the nuclei experience, E = ±1

2γ~B0, (Fig. 2.3). This was experimentally
verified by Rabi in 1938 [7].

Figure 2.3: Energy level diagram of a spin 1
2 nucleus in a magnetic field, B0. Transitions

can be induced between states by irradiating with energy, E, equal to the energy level
splitting, ∆E.

Quantisation of the nuclear angular momentum, I, dictates that the magnetic moment
vector, µ, cannot align exactly parallel to B0, rather it precesses about B0 at a specific
frequency, called the Larmor frequency, ω0 = γB0. Applying energy at this frequency
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induces transitions between the up and down spin states, as it is equal to the energy level
splitting, ∆E, of the two states. For 1H nuclei in a 1 Tesla (T) magnetic field ν0

2π = 42.58
MHz, which is in the radio-frequency (RF) range of the electromagnetic spectrum. Only
RF of the correct frequency will drive transitions between the spin states, hence the use
of the term ‘resonance’ in nuclear magnetic resonance (NMR). Bloch and Purcell observed
the NMR effect in water [8] and paraffin [9] in separate experiments, for which they were
awarded the Nobel Prize for Physics in 1952.

2.4.2 Boltzmann Statistics

In a system where there are states with separate energy levels, the numbers of nuclei in
each state are described by Boltzmann statistics. Boltzmann statistics give the ratio of the
number of nuclei in the high, N−, and low, N+, energy states as a function of the energy
level difference, ∆E, and the temperature, T , of the system,

N−

N+
= e−∆E/kT (2.22)

where k = 1.38 × 10−23 JK−1 is Boltzmann’s constant. For Hydrogen nuclei at 300K
this ratio is very close to 1, in fact in a 1 T magnetic field there will be approximately
1,000,006 nuclei in the low energy level for every 1,000,000 in the high energy level state.

2.4.3 Bulk Magnetisation

In NMR, the myriad spins in a material cannot be treated individually, and so we consider
the combined effect of the excess up spins in an ensemble (Fig. 2.4). These spins precess
about the direction of the magnetic field, conventionally the z-direction. With only a static
magnetic field applied, the phase of the precession is entirely random, so when they are
considered en masse the overall magnetisation appears to be static in the z-direction (Fig.
2.4 c)). This induced magnetisation due to the static magnetic field is the equilibrium
magnetisation, M0, and is proportional to the difference in the numbers of nuclei in high-
and low-energy states.

2.4.4 Radio-Frequency Pulses

As stated in § 2.4.1, applying radio-frequency (RF) energy at the Larmor frequency, ω0, will
induce transitions between spin states. This oscillating electromagnetic field, B1, causes the
phases of the precessing spins to align. When the spins are considered together, the bulk
magnetisation vector, M, no longer points along the z-direction but circulates around it
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Figure 2.4: The nuclei in a sample may be treated en masse. a) An ensemble of magnetic
moments precessing in an applied magnetic field, B0, b) can be treated as spatially indis-
tinct. The phases are random and there are more spins in the low energy state, |α〉, than
the high energy state, |β〉 resulting in c) the bulk magnetisation, M0, aligned with B0.

with increasing angle to B0, shown in Fig. 2.5 a), in a process called nutation. Since the
B1 field, and M are rotating about the z-direction at ω0, a rotating frame of reference is
introduced. This can be compared to a merry-go-round. Watching from outside, the horses
appear to be going up and down and circulating around. If one gets onto the fairground
ride, the horses simply appear to be moving up and down. This is done mathematically
with a change of coordinates from the usual Cartesian (x, y, z) frame to a frame of reference
rotating at the Larmor frequency, denoted (x′, y′, z) (operating a fairground ride at the
Larmor frequency is not recommended).

In the rotating frame (Fig. 2.5 b)) the magnetisation vector, M appears to tip from its
equilibrium position, aligned with the z-axis, down towards the y′ axis. In fact, the greater
the length of time that the RF pulse is applied for, the greater the angle through which the
magnetisation is tipped. A 90◦ pulse is an RF pulse that is applied such that M is tipped
entirely into the xy plane. An inversion pulse is one that rotates the magnetisation though
180◦.

2.4.5 Relaxation

The system at equilibrium has a random phase and a spin population conforming to Boltz-
mann’s statistics. After the application of an RF pulse there may be a non-equilibrium
number of parallel and anti-parallel spins and the phases of their precession will be similar.
The spin population will tend back to equilibrium by spin-lattice relaxation processes and
the phase will randomise by spin-spin relaxation processes.

Spin-lattice relaxation processes equilibrate the spin population and thereby return the
longitudinal magnetisation, Mz, to its equilibrium value, M0, exponentially. After an RF
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Figure 2.5: The evolution of the bulk magnetisation vector M under the application of an
RF pulse at the resonance frequency in a) the laboratory frame and, b) the rotating frame.

pulse, the magnetisation is disturbed to Mz(0), but will return to equilibrium in a manner
described by

Mz(t) = M0

[
1−

(
1− Mz(0)

M0

)
e−t/T1

]
(2.23)

where T1 is the spin-lattice relaxation time constant that governs the decay of Mz(t)
from Mz(0) to M0. Figure 2.6 a) shows examples of this decay.

Spin-spin relaxation processes equilibrate the transverse magnetisation, Mxy, from the
non-equilibrium value, Mxy(0), after an RF pulse, so that

Mxy(t) = Mxy(0)e−t/T
∗
2 (2.24)

where T ∗2 is the spin-spin relaxation time constant that governs the decay of Mxy(t) from
Mxy(0) to 0. The decay of Mxy is a combination of ‘true’ T2 processes that are stochastic
and therefore irreversible, and T ′2 processes arising from inhomogeneities in B0 (chapter 3)
that are reversible,

1
T ∗2

=
1
T2

+
1
T ′2

(2.25)

2.4.6 Free-Induction Decay: The NMR Signal

The transverse magnetisation of the precessing spins in the sample is detected externally,
often with the same coil that generates the RF radiation. After an RF pulse, the detected
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Figure 2.6: Relaxation of a) the longitudinal magnetisation, Mz(t), and b) the trans-
verse magnetisation, Mxy(t). Example decay curves are plotted for lower decay constants
(green dashed lines) and different initial magnetisation (red dotted lines) in comparison to
a standard decay (blue solid lines).

signal decays in amplitude due to the relaxation processes described above. This signal, the
free-induction decay (FID), carries the NMR information. From a single FID, information
can be inferred about the chemical environment of the nuclei in the sample. The Larmor
frequency oscillations are filtered from the FID (conceptually equivalent to observing the
signal in the rotating frame), which is then Fourier transformed to analyse the frequency
spectrum. In order to distinguish peaks in the spectrum that are close, the width of the
peaks, known as the linewidth, must be as small as possible. This means the FID must
decay as slowly as possible. This is achieved by making the magnetic field as homogeneous
as possible (Chapter 3).

Figure 2.7: An idealised free-induction decay (FID) NMR signal (solid blue line) with its
T ∗2 decay envelope (dashed red line).
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2.4.7 Echoes

At the start of the FID the phases of the excited spins are coherent; this coherence is lost
due to systematic T ′2 processes that can be recovered, and stochastic, true T2 processes that
cannot. Partial recovery of phase coherence, and therefore signal intensity, may be achieved
by applying a 180◦ RF pulse at time, t = TE/2, as illustrated in Fig. 2.8. A spin may
accrue a phase, φ, during the time TE/2, but immediately after the application of an 180◦

pulse, its phase will be −φ. Between the times TE/2 and TE the spin will gain another φ
radians of phase which makes its total phase at t = TE from T ′2 processes equal to zero.
The resulting increase in signal, an ‘echo’, was first studied by Hahn in [10], and the time
at which echoes occur, TE , is the echo-time. Echoes are fundamental to magnetic resonance
imaging (MRI) and two ways by which echoes can be generated are described in § 2.5.7 and
§ 2.5.8.

Figure 2.8: An echo is formed in the NMR signal (solid blue line) at t = TE , with a
magnitude dependant on the T2 decay (green dashed line), due to the refocussing of the
systematic decay processes within the T ∗2 decay (red dotted line) by a 180◦ RF pulse at
t = TE/2.

2.5 Magnetic Resonance Imaging

Until 1973, NMR was primarily used for spectroscopy to study the chemical environment
of magnetic resonant species, such as 1H and 13C. Although others had applied magnetic
field gradients to samples before, in 1973 Lauterbur applied a linear gradient at different
angles to a sample and, together with a back-projection technique, obtained 2D images of
two tubes of water [11]. Two years later, Kumar et al. [12] used switched orthogonal linear
gradients to generate 2D Fourier encoded images, which led to the first in vivo cross-section
image of a human finger, which was produced in 1977 by Mansfield [1]. From this gradient
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encoding technique a multitude of imaging methods have been conceived such as fast, low-
angle shot (FLASH) imaging [13, 14], and echo-planar imaging (EPI) [15] which later led
to functional MRI (fMRI) [16].

2.5.1 Gradients

Three orthogonal linear field gradients are used in MRI. These are usually oriented in the
x-, y-, and z-directions in conventional MRI coordinates (see centre of Fig. 2.17) and are
generated by passing current through specially arranged coils of wire. The magnetic fields
produced when a current is passed through these coils have magnitudes that are proportional
to the position from the centre of the magnet system as shown in Fig. 2.9. Applying these
gradients slightly modifies the main, uniform magnetic field, B0, and therefore introduces
a spatial dependance to the Larmor frequency of the precessing spins in the sample.

Figure 2.9: Diagrams of the Bz component of the 3D magnetic field variation of a) x-, b)
y-, and c) z-gradients. The field is aligned with the direction of the arrows. The scale of
the arrows indicates the magnitude of the magnetic field strength at that point.

2.5.2 Slice Selecting

The RF pulses described in § 2.4.4 excite the whole sample. In MRI it is common to
excite just a thin slab of spins known as a ‘slice’, an approach which was first proposed in
1974 by Garroway et al. [17]. A slice is selected by irradiating the sample with an RF pulse
containing a limited a range of frequencies in the presence of a linear gradient. The gradient
field, Gz (where Bz = Gzz), causes a linear variation in the Larmor frequency in the z-
direction across the sample; ωL(z) = −γ(B0 + Gzz). Therefore, an RF pulse containing
frequencies in the range (ω0 − 1

2∆ω) > ω > (ω0 + 1
2∆ω) will excite only those spins in
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the slice (z0 − 1
2∆z) > z > (z0 + 1

2∆z) (see Fig. 2.10). The longitudinal magnetisation
in this slice is tipped into transverse magnetisation while the magnetisation of the rest of
the object remains relatively undisturbed. Using the small-tip-angle approximation [18]
the time evolution of an RF pulse made up of equal contributions from a finte range of
frequencies is a sinc-shaped pulse (Fig. 2.2 e)) modulating a sine wave (Fig. 2.2 a)) at
the centre frequency, ω0. Generation of an exactly rectangular slice profile is not possible
due to time constraints on the pulse length. RF pulses may be tailored to give a good slice
profile with finite duration RF pulses.

Figure 2.10: Illustration of selectively exciting spins in a slice, of thickness ∆z, with a
range of frequencies dω and the slice select gradient Gz.

2.5.3 Fourier Imaging with Field Gradients

In the absence of relaxation (§ 2.4.5), the signal emanating from a point r at a time t is
proportional to the spin density, ρ(r), and dependant on the evolution of the local Larmor
frequency, ωL(r, t′) from time t′ = 0 to t′ = t.

S(r, t) ∝ ρ(r)ei
∫ t
0 ωL(r,t′)dt′ . (2.26)

Signals are generally received from an extended region of the sample and therefore

S(t) ∝
∫∫∫

ρ(r)ei
∫ t
0 ωL(r,t′)dt′dxdydz. (2.27)

Since the Larmor frequency is determined by the magnetic field experienced by spins,
that is related to the static field, B0, and the three orthogonal gradient fields, Gx, Gy, and
Gz, the signal can be written in terms of the evolution of the gradients over time. Equation
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(2.28) shows this signal after demodulation of the central Larmor frequency, ω0, due to B0.

S′(t) ∝
∫∫∫

ρ(r)e−iγ
∫ t
0 r·G(t′)dt′dxdydz (2.28)

where G(t′) = Gx(t′)i +Gy(t′)j +Gz(t′)k. Eq. (2.28) shows that the received signal is
related to the evolution of the gradients. Now let

k(t) = −γ
∫ t

0
G(t′)dt′ (2.29)

and Eq. (2.28) reduces to

S′(t) ∝
∫∫∫

ρ(r)ei(r·k(t))dxdydz (2.30)

This is now in the form of a 3D Fourier transform (3DFT), meaning that by appropriate
signal acquisition and gradient adjustment, information can be obtained about the spin
density of objects from an inverse Fourier transform (IFT) of the received signal. This
concept forms the basis of modern imaging techniques in MRI.

2.5.4 Frequency Encoding

Spatial localisation of the NMR signal in one-dimension is achieved by applying a constant
linear gradient in one direction while the signal is measured, e.g. G(t′) = Gxi from t′ = 0
to t′ = t.

S′(t) ∝
∫∫∫

ρ(r)e−iγxGxtdxdydz (2.31)

Again, using Eq. (2.29) gives

S′(t) ∝
∫∫∫

ρ(r)eixkxdxdydz =
∫∫

FTx[ρ(r)]dydz (2.32)

If a thin slice is selected (§ 2.5.2) the integral over z is an integral from (z0 − 1
2∆z) to

(z0 + 1
2∆z), which, in the limit of small ∆z, reduces the system to just two-dimensions, and

therefore

S′(t) ∝
∫
FTx[ρ(r)]dy (2.33)

This is how the x-position is encoded: the Larmor frequency varies across the sample
in a linear way, so that inverse Fourier transformation of the received, demodulated signal
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gives a breakdown of the frequencies and therefore information about the distribution of
spin density in the x-direction.

2.5.5 Phase Encoding

Phase encoding localises the NMR signal in a second direction. It similarly employs a short-
lived pulse of field gradient, in this case, the y-gradient, Gy. The y-gradient is pulsed on
before signal acquisition in the presence of Gx as described in § 2.5.4. This modifies the
phase before signal acquisition and this process is repeated for a range of gradient pulse
duration so as to encode the y-dimension via the phases of the signals. Considering the
signal from spins experiencing a gradient G(t′) = Gyj applied from t′ = 0 to t′ = t1. and
another gradient G(t′) = Gxi applied from t′ = t1 to t′ = t2, the signal acquired in the time
interval t′ = t1 to t′ = t2, where t = t′ − t1 is

S′(t) ∝
∫∫∫

ρ(r)e−iφy−iγxGxtdxdydz (2.34)

where φy = γyGyt1 is the amount of phase introduced to the signal due to Gy (c.f. Eq.
(2.31)) before acquisition. This means that Eq. (2.35) can be obtained using the same
analogies as Eqs. (2.30), (2.32), (2.33), for a thin slab of excited spins

S′(t) ∝ 2DFTxy[ρ(r)] (2.35)

2.5.6 k-Space

As we have seen in § 2.5.4 and 2.5.5 the Fourier transform is a central concept in spatially
encoded MRI. It is therefore convenient to analyse different imaging methods in terms of
spatial frequencies [19, 20]. k-space is the name given to the (kx, ky, kz) space whose co-
ordinates form the Fourier pairs of the Cartesian coordinates (x, y, z). The centre of k-space
corresponds to low spatial frequencies, and the edges are where the high spatial frequencies
reside (see Fig. 2.2 c)). It has been shown previously (§ 2.5.3 to 2.5.5) that applying field
gradients in the correct manner in the imaging plane encodes the spatial position of signals
as frequencies and phases. Immediately after excitation, the sampling position is at the
centre of k-space and the position in k-space at a time t after excitation is proportional
to the integrated gradient at that time. So, signal acquired in the presence of a constant
x-gradient samples k-space along a line in the kx-direction. To reconstruct a 2D image
one must have information about a central 2D region of k-space so data are acquired in a
way to fully sample this k-space region. A full kx line is measured from −kx,max to kx,max.
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Moving to −kx,max from kx = 0 after excitation can be achieved by application of a negative
x-gradient of the correct amplitude and duration. The spacing of the measurements made
in k-space determines the field-of-view (FOV) of the resulting image and the further from
the centre of k-space one measures, the greater the resolution of the reconstructed image.

2.5.7 Gradient Echo Imaging

Spin-warp imaging, now often referred to as Fourier imaging, was proposed by Edelstein et
al. in 1980 [21] and was one of the first 2D slice selective imaging sequences. Figure 2.11
a) shows the timing diagram of the RF and gradient channels and the received signal for
the gradient echo imaging version of this sequence and b) shows its corresponding k-space
trajectory.

A slice-selective RF pulse that rotates the magnetisation by α◦ into the transverse
plane using a simultaneously applied z-gradient (an α◦ pulse) excites the spins in an xy

slice during the time interval 1 in Fig. 2.11. In interval 2, a negative x-gradient is applied
with a variable phase encoding gradient in the y-direction to move the sampling position to
(−kx,max, kyn). Also in interval 2 a negative Gz pulse ensures that the phase of the spins
is uniform across the slice. The signal is then acquired in the presence of an x-gradient
during interval 3 when an echo is formed and data are acquired at points along a k-space
line. Immediately after the RF pulse the excited spins have the same phase. The spins
become dephased during period 2 due to T ∗2 processes (§ 2.4.5) including the effect of the
x- and y-gradients. The frequency encoding gradient causes the spins to rephase partially
and allows the detection of an echo. The system is then allowed to relax to equilibrium
before the sequence is repeated with a different strength of phase encoding gradient so as
to sample 2D k-space fully and obtain data like Fig. 2.2 f), which is simply inverse Fourier
transformed in 2-dimensions to obtain an image of the form shown in Fig. 2.2 c).

2.5.8 Spin Echo Imaging

Spin echo imaging [10] is similar to gradient echo imaging (§ 2.5.7), but differs in the
mechanism by which the echo is created. Fig. 2.12 shows the timing diagram and k-space
trajectory of a typical spin echo sequence. In spin echo imaging, echoes are formed via a
second RF pulse applied at t = TE/2 that rotates the magnetisation through 180◦ in the
x′z plane (see Fig. 2.5).
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Figure 2.11: a) Timing diagram for one phase encoding step of a gradient echo sequence.
The slice is excited during period 1, and the gradients in periods 2 and 3 cause an echo to
be formed in period 3. The 5 channels shown are the transmitted radio-frequency (RF), the
x-, y- and z-gradients (Gx, Gy, Gz), and the received signal (S) channels. b) The k-space
trajectory of the sequence. The signal is acquired along the blue lines at the positions
indicated by red dots. The k-space shift due to the gradients in period 2 is shown in green.

Figure 2.12: a) Timing diagram for one phase encoding step of a spin echo sequence. The
slice is excited during period 1, and the RF pulse in period 3 combined with the gradients
in periods 2 and 4 cause and echo to be formed in period 4. The 5 channels shown are
the transmitted radio-frequency (RF), the x-, y− and z-gradients (Gx, Gy, Gz), and the
received signal (S) channels. b) shows the k-space trajectory of the sequence. The signal
is acquired along the blue lines at the positions indicated by red dots. The solid green line
represents the k-space shift that occurs during period 2 and the dashed line shows the effect
of the 180◦ pulse in period 3.
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Figure 2.13: a) Timing diagram for an echo planar imaging sequence, and b) k-space
trajectory. The spins are excited in period 1 and the repeatedly reversed readout gradient
and blipped phase encoding gradient forms a series of echoes from a single RF pulse.

2.5.9 Fast Imaging Methods

The k-space [19, 20] concept provides us with a useful tool to design fast imaging sequences.
In 1977, Mansfield [15] proposed echo-planar imaging (EPI), a fast imaging modality that
traverses k-space after application of a single RF pulse (a single “shot”) rather than using
the many RF pulses and relaxation periods of gradient echo imaging. EPI samples k-space
in a raster fashion by repeatedly reversing the readout gradient, Gx, to move back and forth
across kx. Small blips in the phase encoding gradient, Gy, increments the ky position in
k-space. The timing and k-space diagrams for the EPI sequence and are shown in Fig 2.13.
Spiral imaging [22] is another single-shot imaging sequence that samples 2D k-space quickly
in a manner shown in Fig 2.14.

2.5.10 Field Mapping Sequences

It is possible to measure the magnetic field inside objects with the 2-echo, gradient echo
sequence, shown in Figure 2.15. Local magnetic field distortions, ∆Bz, will modify the
phases of the spins in that area. The phase difference, ∆φ, induced in the time ∆TE
between the first and second echo is due to these local fields, and is related by

∆φ(r) = −γ∆Bz(r)∆TE (2.36)

If it is possible to switch the magnetic field that is to be measured, such as that generated
by a coil of wire, then the modified EPI sequence with an added pulse of magnetic field,



CHAPTER 2. BASIC PRINCIPLES 23

Figure 2.14: a) Timing diagram for a spiral imaging sequence, and b) k-space trajectory.
The signal is received in the presence of oscillatory x and y gradients such that k-space
is traversed in a spiral fashion. Data acquired on the spiral must be interpolated onto a
regular grid of points (red dots).

Figure 2.15: Timing diagram for a two-echo, gradient echo field mapping sequence. The
slice is excited during period 1, and the gradients in period 2 cause an echo to be formed.
No gradients are applied during period 3, and the gradient applied in period 4 cause another
echo to form along the same k-space line.
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Figure 2.16: Timing diagram for the EPI field mapping sequence. The spins are excited
during period 1, and an additional pulse of magnetic field, Bs, is generated during period 2
that modifies the phase, which is acquired with the EPI readout train in period 3.

Bs(r), shown in Fig. 2.16 can be used. The change in phase effected over the duration, τ ,
of this pulsed magnetic field is

∆φ(r) = −γBs(r)τ. (2.37)

A field map can be obtained by subtracting the phase of an image acquired with the Bs
on from the phase of an image no Bs applied.

2.5.11 A Schematic MRI System

MRI scanners are composed of a number of current-carrying coils, as shown in the schematic
diagram in Fig. 2.17. The principal component of an MRI scanner is the main electro-
magnet. This is usually comprised of a coil of super-conducting material such as Niobium-
Titanium (Nb3Ti), and is used to generate an intense, uniform magnetic field with negligible
resistance. Nb3Ti has a critical superconducting temperature of 10 K. The wire is therefore
kept immersed in liquid helium (with a boiling point of 4.2K) to maintain a temperature
below the critical temperature. Shim coils are placed within the bore of the magnet to en-
sure the magnetic field generated by the main electromagnet is as homogeneous as possible
(this process is further explained in Chapter 3). Shim coils may be super-conducting and/or
room-temperature resistive coils of wire. Gradient coils are usually positioned inside the
shim coils; when energised, magnetic fields in the z-direction that are proportional to the x-,
y-, and z-coordinates are generated. These fields are used for spatially encoding the NMR
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Figure 2.17: Schematic of a whole-body MRI scanner with cut-away section to show the
principal components.

signal for MRI as described in § 2.5.3 to § 2.5.5. The RF coil is located within the gradient
coils closest to the object that is to be scanned. It excites the protons at their resonant
frequency, and also detects the signal generated by the precessing spins after excitation. A
single RF coil may both transmit and receive the RF signals or two coils may be used to
transmit and receive separately. The subject is slid into the scanner on a bed so that the
region of the body to be scanned is in the centre of the magnet.

Most of the electronic apparatus is located outside the main magnet usually in a separate
room, since the components may be sensitive to the stray magnetic fields from the scan-
ner. The principal component is the computer system that controls the scanner, but there
are also other items of electronic equipment, such as amplifiers, pre-amplifiers, frequency
synthesizers, and duplexers that drive the scanner hardware.



Chapter 3

Shimming

In the early days of experiments with strong magnets, magnetic fields were generated by
permanent bipolar magnets with a small gap between them, much like the familiar horse-
shoe magnets. On the pole faces, flat plates of metal could be used to control the shape of the
magnetic field. For NMR, the field should be highly homogeneous across the experimental
region. This was controlled by adding small slivers of material behind the pole pieces to
adjust their angle and so correct the magnetic field. Such slivers of material are called shims
in engineering, and the process of homogenising the magnetic field thus became known as
shimming.

The majority of magnets for modern magnetic resonance imaging (MRI) systems are
cylindrical electromagnets, although some ‘open’ scanners employ permanent magnetic ma-
terial (e.g. Nd2Fe14B) to provide the magnetic field. The magnetic fields of such systems
are homogenised principally by two methods: use of ferroshims (§ 3.2.7) and shim coils (§
3.2.3 to 3.2.6). Ferroshims are pieces of ferromagnetic material placed in the bore of the
magnet so as to correct gross inhomogeneities. Shim coils are resistive coils of wire carrying
currents which the user controls to further homogenise the magnetic field. In this chapter,
the sources of magnetic field inhomogeneity, ∆B0, and the effect of inhomogeneity on MRI
and several methods of reducing these effects are discussed. Chapter 7 details the improve-
ments in shimming in the context of the current work. A description of the effects of ∆B0

in magnetic resonance spectroscopy (MRS) is given in Chapter 9.3 of de Graaf [23].
The ideal situation for MRI is availability of an intense magnetic field that has the same

magnitude and orientation over the whole region of interest (ROI). It is not possible to have
a perfect magnetic field; there will always be some ∆B0. ∆B0 originates from a variety of
sources that have a variety of magnitudes. Any physically realisable magnetic field can be
represented as an infinite series of basis functions such as spherical harmonics [24] (§ 2.2).

26
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The magnitude of the spherical harmonics present tends to zero with increasing order, n
[25]. Therefore, ∆B0 can be reduced to reasonable levels for MRI by compensating for a few
low orders of spherical harmonics in a systematic way since, over a spherical ROI centered
at the origin at least, spherical harmonics are orthogonal.

3.1 Build Tolerances and the Magnetic Environment

The main, often superconducting, electromagnet is built to certain engineering tolerances
and is subject to small, but inevitable, fabrication errors. In addition, upon siting the
magnet, and energising it, the physical structure of the magnet coils may be distorted due
to gravitational forces and self generating magnetic forces [26]. Also, material in the local
environment of the magnet such as iron impurities in the gradient assembly and cryostat or
iron-containing objects close to the scanner or magnetic shielding around the scanner room
contribute to small changes in the magnetic field in the ROI. The ∆B0 caused by build
tolerances and the local environment are of the order of 100 parts-per-million (ppm) over
the ROI, which is intolerable for MRI. This gross ∆B0 is usually corrected for upon siting
the magnet with ferroshims (§ 3.2.7).

3.2 Susceptibility-Induced Magnetic Field Inhomogeneities

A well-installed MRI magnet may generate a highly homogeneous magnetic field (∼ 0.5
ppm), but once an object is introduced, the field once again becomes inhomogeneous. This
∆B0 originates at boundaries between materials of different magnetic susceptibility (§ 2.1.4)
and has an intensity of a few ppm. Several authors have simulated susceptibility-induced
∆B0 [27–29] producing results which compare well with in vivo MRI field-map data [5, 30–
33]. Head phantoms with realistic magnetic susceptibility distributions have been con-
structed, e.g. [34], that generate a ∆B0 that also compares well with in vivo data.

The simplest method by which to reduce the effects of ∆B0 is to reduce the echo-time
(§ 2.4.7), TE , of the scan; less phase-dispersion, ∆φ, will result from a shorter TE in the
presence of ∆B0. Another way to reduce the effects of ∆B0 is to image at higher resolution
[35] and with thinner slices [36]. The phase-dispersion within a smaller voxel is less; however,
the signal-to-noise ratio (SNR) is also reduced to the detriment of quality of the image. It
has also been demonstrated that the susceptibility-induced ∆B0 in the frontal lobe due to
the sphenoid sinus can be reduced by tilting the head of the subject with respect to the
main magnetic field [33, 37].
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Other methods of reducing the effects of susceptibility induced field distortions and
signal losses are described in sections (§ 3.2.3 to § 3.2.9).

3.2.1 Through-Slice Gradients and Signal Loss

Signal is lost due to ∆B0 by two principal mechanisms. The first involves magnetic field
gradients in the slice-direction. Figure 3.1 a) shows a slice-select gradient, Gz, pulse and
the resultant evolution of the phase, ∆φ, of the spins in the slice. b) shows the effect of
an additional, susceptibility-induced gradient, ∆Gz, on the gradient pulse and the phase
dispersion; the Gz pulse no longer ensures the phases of the spins are the same. Signal from
pairs of spins with opposite phase cancel, leading to signal loss in areas with large ∆Gz.
The amount of signal loss is dependant upon Gz, ∆Gz, TE , and the slice thickness [35].
Therefore single shot sequences (§ 2.5.9) are often significantly affected [38], since they often
have a long minimum echo time (§ 2.5.9). Effects are particularly large at high static field
strengths [39], where ∆Gz is large. § 3.2.5, § 3.2.6 and § 3.2.8 describe methods employed
to ameliorate susceptibility-induced signal losses.

Figure 3.1: Evolution of the phase-dispersion, ∆φ, across a slice (red dashed line) under
the influence of a) a refocussed slice-select gradient pulse, Gz, (solid blue line), and b) Gz
with an additional susceptibility-induced gradient in the slice-select direction, ∆Gz, (dotted
green line).

3.2.2 In-Slice Gradients, Signal Loss and Image Distortion

MRI uses magnetic field gradients, Gx and Gy, to localise the MR signals spatially. In-slice
gradients in ∆B0 , ∆Gx and ∆Gy, modify Gx and Gy causing a positional misregistration
of the signals. Lüdeke et al. [40] provided a mathematical description of the geometric
distortion artefacts that occur in Fourier encoded imaging. Other treatments, specifically
for gradient echo [41–44], spin echo [40, 41, 43, 44], and echo-planar [38, 45] imaging, have
also been described. The extent to which the image is affected can be inferred from the
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pixel bandwidth. The pixel bandwidth is the inverse of the time needed to acquire a full
line of k-space data in a particular direction [46]. For example, a typical EPI sequence (Fig.
2.13) might have a pixel bandwidth of 2000 Hz in the frequency-encoding direction, but just
31 Hz in the phase-encoding direction [25]. An image becomes significantly distorted when
∆B0 is of similar magnitude to the pixel bandwidth. Therefore, EPI exhibits significant
geometric distortion in the phase-encoding direction, but not in the frequency-encoding
direction; 31 Hz corresponds to 0.1 ppm at 7 T.

3.2.3 FID Shimming

Fig. 3.2 shows two examples of free-induction decay (FID) signals received from an excited
volume. ∆B0 causes a decrease in T ∗2 and the FID decays more rapidly. With expert
knowledge of how each of the spherical harmonic components contributing to ∆B0 manifests
itself in the FID, currents in the shim coils (§ 4.3.2) can be manually adjusted to minimise
the rate of signal decay [47, 48] to obtain an FID more like Fig. 3.2 b).

Figure 3.2: FID signals received from a) a poorly-shimmed sample and b) a well-shimmed
sample.

Automatic FID shimming was first proposed by Ernst [49], and successfully implemented
by Tochtrop [50] and Holz [51]. The sample may be shimmed by finding the shim currents
that maximise the time integral of the magnitude of the complex FID signal with a search
algorithm such as the simplex algorithm (e.g. § 10.4 in [52]). This is a ‘blind’ shimming
method in that ∆B0 is not measured directly, but the effects on the FID are observed and
minimised.
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3.2.4 Field-Map-Based Shimming

Prammer et al. [53] introduced the concept of measuring ∆B0, analysing its spherical
harmonic content and setting currents in the shim coils accordingly. In this approach, the
3D magnetic field generated by each shim coil, the shim field, is measured for a spherical
phantom centered at the isocentre of the coil set. The shim currents, Ishim, can be obtained
by pseudinversion, †, of a matrix describing the shim fields, Bshim

0 , multiplied by the field
required to maximally null ∆B0 for each new object scanned

Ishim = −∆B0

(
Bshim

0

)†
(3.1)

where Ishim =
[
I{0,0}, I{1,0}, I{1,1}, . . . , I{n,m}

]
, I{n,m} is the current needed for the nth

order, mth degree shim coil, Bshim
0 =

[
B{0,0}

0 ,B{1,0}
0 ,B{1,1}

0 , . . . ,B{n,m}
0

]
and B{n,m}

0 is the

shim field per unit current for the nth order, mth degree shim coil, e.g. I{1,1} is the amount
of current needed in the X-gradient coil. Figure 3.3 shows the residual field, ∆Bres

0 , in a
head a) before and after simulated field-map-based shimming with b) up to 1st, c) up to
2nd d) up to 3rd order shim coils. σres

0 , The root-mean-squared (RMS) of ∆Bres
0 , maximum

and minimum magnetic field values are shown in ppm.
Gruetter [54, 55] developed a more time-efficient field mapping approach , called ‘fast,

automatic shimming technique by mapping along projections’ (FASTMAP), involving mea-
surement of ∆B0 along 6 ‘pencil-beam’ lines to give enough information to determine the
optimal settings for all 1st and 2nd order shim currents unequivocally. This was improved
upon by the tenuously acronymed ‘fast, automatic shimming technique with improved
efficiency and reliabilty for mapping along projections’ (FASTERMAP) [56], and ‘robust
automated shimming technique using arbitrary mapping acquisition parameters’ (RAS-
TAMAP) [57] techniques. FASTMAP and its derivatives assume the shim coils generate
exact spherical harmonics, which can introduce errors. Many clinical MRI scanners now
perform automatic shimming in this way.

There is a limit to the magnitude of the spherical harmonic that a shim coil can generate
resulting from the limit on the amount of current that can be passed through the coil.
Rather than arbitrarily truncating the shim currents, taking the limits into consideration
when solving Eq. (3.1) results in a better shim [58].

3.2.5 z-Shimming

In multi-slice imaging, the effects of ∆B0 can be separated into those that vary within the
slice § 3.2.2, ∆Gxy, and those that vary through the slice § 3.2.1, ∆Gz. ∆Gz effects are
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Figure 3.3: Axial, coronal and sagittal slice images of the residual magnetic field inhomo-
geneity, ∆Bres

0 , in a head a) before and after simulated field-map-based shimming with b)
up to 1st, c) up to 2nd and d) up to 3rd order shim coils.
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compensated for by the z-shimming technique [59, 60]. After acquiring a normal image of
the slice (Fig. 3.4 a)), additional images are acquired (Fig. 3.4 b) and c)) with additional
positive and negative z-gradients applied, which increases the scan time. This results in
a set of images with different compensation for the susceptibility induced through-slice
gradients. These images can be recombined by various methods [60–63] to give an image
with good signal over the whole slice (Fig. 3.4 d)).

Figure 3.4: An example of z-shimming by Yang et al. [60] showing gradient-echo brain
images with the time integral of the refocussing lobe of the slice-select gradient pulse in-
creased by a) 0%, b) 20%, and c) 40%. This data is combined to give d) a single image of
more uniform intensity.

A ‘3D’ approach to z-shimming [64] acquires a full 3D data set with extended acquisitions
in the kz direction. This extra information may be reduced using methods similar to those
used in reconstructing 2D z-shim data and the signal lost from affected areas may be
recovered.

Functional MRI (fMRI) [16] is generally based on the use of EPI (§ 2.5.9) with echo
times matched to the grey matter T ∗2 and therefore exhibits significant loss of sensitivity
due to ∆Gy as well as ∆Gz. Artefacts are more intense in the phase encoding direction
in EPI because the time between successive ky measurements is much greater than kx. In-
plane susceptibility gradients in the phase encoding direction shift the echo time and can
cause BOLD sensitivity losses. Deichmann et al. [65] applied preparation phase encoding
pulses in combination with z-shimming to restore these shifted echoes and thereby mitigate
the loss of BOLD sensitivity. This technique also requires additional data acquisition with
different preparation pulse strengths which reduces the time resolution of the fMRI study.

3.2.6 Dynamic Shimming

Dynamic shimming [66–68], also known as dynamic shim updating (DSU), is similar to the
field-map-based shimming of Prammer et al. [53] in that it involves calculation of the shim
currents by fitting the shim fields to −∆B0. In dynamic shimming, however, this fitting is
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separately performed for each slice of a multi-slice data acquisition [66]. Reducing the size of
the shimming region in one dimension to a single slice reduces the extent over which the field
can vary and therefore the number of spherical harmonics needed to characterise the field
variation. Figure 3.5 a) shows field maps of a brain obtained using the sequence described in
§ 2.5.10. Furthermore, it shows ∆Bres

0 after simulated b) global and c) dynamic shimming
using shim coils up to and including all 2nd order coil terms. Figure 3.6 shows the root-
mean-squared residual magnetic field variation, σres

0 after global and dynamic shimming
with different numbers of shim coils and different slice-select directions.

A more homogeneous magnetic field results from dynamic shimming, but larger shim
currents may be required and, in addition, the current in the shim coils needs to be switched
rapidly. Dynamic shimming may therefore require supplementary hardware to that which is
available in most clinical scanners. For instance, the shim coils must have low inductances
to reduce their rise time to . 10 ms rather than . 1 s. Shim coils may also need to be
actively shielded (§ 4.5) or driven with pre-emphasised currents (§ 3.3.1) to limit the effects
of eddy currents when the shim currents are altered.

3.2.7 Local Shimming

Adding paramagnetic material close to the area that experiences large susceptibility in-
duced field gradients allows the field to be locally shimmed in a specific area. It has been
demonstrated that ferromagnetic Nickel [69, 70] or photocopier toner [71] placed around the
head can be used to disrupt the magnetic field in a predictable way so as to ameliorate ∆B0.
Alternatively, use of mouth (or ear) inserts (Fig. 3.7 a) made of a strongly diamagnetic
material [72] can cause localised correction of the large field offsets in the frontal cortex. A
mouth shim based on current carrying wires has also been demonstrated [73].

3.2.8 Shimming Via Selective Excitation

Susceptibility-induced ∆B0 imaging artefacts can also be reduced by modifying the RF
excitation pulse. Cho and Ro [74] showed that by using an RF pulse with a quadratic
through-slice phase profile, ∆φz, the effects of ∆Gz can be reduced, at the expense of a
reduction in the signal-to-noise ratio (SNR) of the received NMR signal. In the method of
Chen and Wyrwicz [75] the shape of ∆Gz across the slice is measured and an RF excitation
pulse whose phase response cancels the effect of ∆Gz over the slice then used in signal
excitation. Images obtained for different through-slice phase profiles are similar to those
obtained with z-shimming and can be recombined in similar ways.

Stenger et al. [76] used 3D tailored RF excitation pulses [77] simultaneously to excite
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Figure 3.5: Susceptibility-induced residual field, ∆Bres
0 , maps a) before and after simulated

b) 2nd order global and c) dynamic shimming of axial slices. The RMS, maximum and
minimum values of ∆Bres

0 are also given.
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Figure 3.6: Graph showing RMS deviation of the field values in the head after global
shimming, and dynamic shimming of sagittally, coronally, and axially orientated slices are
simulated with 0th, 1st, 2nd and 3rd order shim fields.

Figure 3.7: a) Coils of current carrying wire [73] or b) highly diamagnetic material [72]
can be placed in the mouth for localised shimming of the frontal cortex.

a small area with a different phase profile and the rest of the slice with a normal phase
profile. At the echo-time, TE , the phases of spins across the slice become the same, and
the signal is recovered. In theory, it is possible to measure ∆φz over the whole slice and
use its inverse as the phase profile of a two-dimensional RF excitation pulse to completely
recover the signal at TE . In practice, however, such RF pulses are too long for fMRI (& 60
ms). Using multi-shot pulses shortens the RF excitation pulse, but reduces the temporal
resolution of fMRI [78, 79].

3.2.9 Other Shimming Techniques

In addition to the methods described in this section so far, there are many other ways
to decrease the effects of susceptibility-induced ∆B0. Combinations, optimisations and
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variations of the previously described methods are all possible.
Receiving the signal with multiple coil arrays [80] and parallel acquisition schemes [81,

82] allows k-space to be traversed more quickly, reducing the length of the echo-train in
single-shot imaging, which inherently causes a reduction in the ∆φ with a corresponding
reduction in the artefacts [83–85].

Glover and Law [86] used a spiral imaging method (see Fig. 2.14) for fMRI with reduced
susceptibility artefacts by acquiring a spiral-out and a spiral-in k-space trajectory.

In a variant of automatic shimming procedures, § 3.2.4, the brain can be segmented
into regions where ∆B0 is approximately the same, and then locally shimmed [87]. This
works on a similar premise to dynamic shimming; if the shim region is smaller it is possible
to approximate the field in that region with fewer spherical harmonics. This is also the
principle behind some of the current work (Chapter 7).

3.2.10 Post-Processing Inhomogeneity Artefacts

If the image is distorted after acquisition, with knowledge of ∆B0 the distortion can be
modelled and unwarped [45, 88, 89]. This is a particularly useful approach in EPI (§ 2.5.9),
but it cannot recover signal lost due to through-slice dephasing. A generalised method for
using field maps to reverse the effects of ∆B0 on images obtained from more complicated
sequences was presented by Kadah and Hu [90], and is called ‘simulated phase evolution
rewinding (SPHERE).

3.3 Eddy-Currents and Gradient Error

Transient magnetic field inhomogeneity, ∆B0(t), may be introduced by the imaging gradient
coils themselves. Gradients coils are designed (Chapter 4) with tolerated ∆B0 to facilitate
minimisation of the inductance and/or resistance of the coil. Any such ∆B0 will be small
at the centre of the region of uniformity (ROU), which is the region over which the gradient
coils are designed to be generate linear magnetic field gradients, but at the edge or outside
of the ROU, the magnetic field can have a nonlinear form (see Fig. 3.8 after Alsop and
Connick [91]). Severe distortions therefore occur outside of the ROU where the gradient
coils erroneously encode the position of the magnetic resonance signals.

Another significant contribution to ∆B0(t) may come from eddy-currents. Switching
current in the gradient coils generates an electric field at any close conducting surface (e.g.
the metallic shell of the cryostat). It can be seen from Faraday’s Law, Eq. (2.3), that
a time-varying magnetic field, B must be accompanied by an electric field, E. Also, from
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Figure 3.8: Imaging outside the linear region of the gradients (oval) for a) a phantom and
b) a head.

Ampere’s Law (Eq (2.2)) it can be seen that such electric fields will induce current flow, J in
conducting media. These are eddy-currents. Eddy-currents in the bore of the scanner will,
in turn, generate ∆B0(t) within the ROU. Eddy-current induce magnetic fields that decay
multi-exponentially. The cumulative magnetic field gradient that the spins in the sample
experience will be different to what would be expected. Eddy-currents are mitigated by use
of shielded gradient coils (§ 4.5) and/or gradient pre-emphasis (§ 3.3.1).

3.3.1 Gradient Pre-Emphasis

Gradient pre-emphasis [92] can be employed to mitigate ∆B0(t) generated from eddy-
currents (§ 3.3). The magnetic field gradient experienced by the sample from a step function
current in the gradient coil is modified by a multi-exponential decay as shown in Fig. 3.9 a).
This can be modelled in terms of current flow in inductively coupled electrical circuits [93].
The multi-exponential decay is analysed and the current pulse that drives the gradient coils
is modified by the inverse of the decay transfer function, to ensure the sample experiences
the desired step-function magnetic field gradient (see Fig. 3.9 b)).
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Figure 3.9: The gradient drive current (solid blue lines) and the magnetic field gradient
that the sample experiences (dashed red lines) for a) an uncompensated pulse with eddy-
current effects, and b) a pre-emphasised pulse that give the desired magnetic field gradient
response.



Chapter 4

Coil Design

The various methods of designing current-carrying coils of wire that, when energised, gener-
ate a magnetic field whose axial component conforms to the shape of a spherical harmonic
(§ 2.2) are described in this chapter. In addition, two reviews of gradient and shim coil
design [94, 95] are recommended to the reader.

4.1 Biot-Savart Law

The Biot-Savart Law (Eq. (2.16)) is the principal equation used in coil design. It can be
expressed in a differential form to calculate the contribution to the magnetic field, dB(r),
at a point r generated by passing a current, I, through a thin wire element, of length dl, at
a position r′,

dB(r) =
µ0Idl× (r′ − r)

4πr3
(4.1)

where r = |r′ − r|. Integration of Eq. (4.1) over the whole circuit reveals the magnetic
field, B(r), due to the energised coil. Commonly we only consider the axial component of
B since the presence of the very large static magnetic field in z, B0ẑ, means that the other
components are insignificant when evaluating the local Larmor frquency

||B0ẑ + B(r)|| ≈ (B0ẑ +Bz(r))ẑ (4.2)

4.2 Coil Performance

The amount of spherical harmonic magnetic field that the coil generates when carrying a 1
Amp current is known as the efficiency, η, of the coil and has units of Tm−nA−1, where n is

39
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the order of the spherical harmonic the coil is designed to generate (e.g. n = 1 for gradient
coils). η varies as a−(n+1), where a is the radius or characteristic length scale of the coil.

It is also necessary to assess the accuracy with which the coil generates the desired
magnetic field variation. Here we measure the field error, ∆Bz(r), at any point r using

∆Bz(r) =
|Bz(r)−Bt

z(r)|
max(|Bt

z(rk)|)
× 100 (4.3)

where Bz(r) is the z-component of the magnetic field at r that the coil generates when
1 Amp is passed through it, Bt

z(r) is the ideal field (e.g. for a Z gradient Bt
z(r) = ηz), and

max(Bt
z(rk)) is the maximum value of Bt

z(r) inside the region of uniformity (ROU). This
measure is used because it works well for all types of gradient as well as shim coils.

Other important properties of a coil are its inductance, L (H), and resistance, R (Ω),
which dictate the speed at which current can be put into the coil and the amount of heating
that occurs, respectively. Unless otherwise stated, in this work, L and R are calculated by
multipole expansion impedance extraction using a program called FastHenry c© [96] and it is
assumed that 3 mm diameter, circular cross-section wire is used. Under these circumstances,
L and R are both proportional to a.

The component of the torque vector, dM produced by an element of the coil, Idl, when
energised in the presence of a uniform, external magnetic field, B0, can be calculated using

dM = Ir× (dl×B0) (4.4)

where r is a vector linking the current element to the point about which the torque is
evaluated.

A figure-of-merit (FOM) is useful for comparing the performance of gradient and shim
coils that is independent of the number of turns of wire used in the coil [97], and proportional
to a−(2n+3)

FOM =
η2

L
. (4.5)

This FOM is useful because the power of the amplifier, Pa, needed to generate a field
gradient, G, with a rise-time, τ , is

Pa = IaVa =
G2L

η2τ
∝ 1

FOM
(4.6)

where Ia and Va represent the amplifier current and voltage. Other FOMs are often
quoted, such as those that include a (e.g. [98]), the integral of ∆Bz(r) over a volume (e.g.
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[99]), R (e.g. [100]), or M, (e.g. [101]). Due to the asymmetric geometry of some of the
coils in this work, we simply use the FOM in Eq. (4.5) and quote the other properties of
the coil as appropriate. Appendix A lists the properties of all the coils described in this
thesis for comparison.

It is also useful to know some electric properties such as the slew rate (SR = Vaη
L ), peak

gradient amplitude (Gmax = ηIa), rise time (τ = LIa
Va

), maximum allowed duty cycle and
acoustic noise levels. These are all dependent on the coil properties mentioned above and
the operating voltage and current of the gradient power supply, as well as the cooling and
static magnetic field present.

4.3 Discrete, Analytic Coil Design

The first coils that were used to generate a prescribed magnetic field in MRI applications
were designed analytically. This was made possible by the well-known forms of the magnetic
field generated by passing a current through straight wires, circular loops, and arcs of wire.

4.3.1 Helmholtz and Maxwell Coils

A Helmholtz coil generates a uniform magnetic field at its centre, and comprises two loops
of wire arranged on an axis perpendicular to the plane of the loops, separated by a distance,
a, equal to the loop radius. Figure 4.1 a) shows the Helmholtz coil arrangement and b)

is a contour plot of the magnetic field it produces. The contour where the magnetic field
deviates by 5%, as defined by Eq. (4.3), is also shown in b).

Figure 4.1: a) Wires of a Helmholtz coil and b) contours of the magnetic field generated by
the coil, with 0.1 a−1µTA−1 contour spacing (thin green), overlaid with the ∆Bz(r) = 5%
contour (thick red). The wire that crosses into the contour plane is also shown as ⊗.
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A Maxwell coil is similar to the Helmholtz coil, but with a loop separation of
√

3a, and
the current flow in the loop located at z = −

√
3

2 a is reversed, such that a magnetic field
that varies linearly with z is produced. Figure 4.2 shows the Maxwell coil and the magnetic
field it generates.

Figure 4.2: a) Wires of a Maxwell coil (red wires indicate reversed current flow with respect
to blue) and b) contours of the magnetic field generated by the coil, with 0.05 a−1µTA−1

contour spacing (thin green), overlaid with the ∆Bz(r) = 5% contour (thick red). The wire
that crosses into the contour plane is also shown as ⊗.

4.3.2 Spherical Harmonic Generating Coils

Helmholtz and Maxwell coils provide the starting point for designing coils that generate
zonal (those with no φ dependence, m = 0) spherical harmonics (§ 2.2) [24, 102]. The
process of designing a discrete wire coils generally involves the annulment of the unwanted
harmonics so as to leave the desired harmonics as the dominant form of field variation.
Loops of wire placed symmetrically (or anti-symmetrically) about z = 0 generate only
even (or odd) zonal harmonics. Then, by careful placement of the loops, harmonics whose
order is lower than that of the desired harmonic can be annulled. In addition, some higher
order harmonics may also be eliminated. Figure 4.3 a) shows a Z2 shim coil designed by
positioning the loops so as to annul the 0th and 4th order zonal harmonics. Its magnetic
field contour plot is shown in Fig. 4.3 b) which illustrates that cancelling the 4th order
zonal harmonic results in low ∆Bz at relatively large z extent. Higher orders are neglected
as they are much weaker than the lower orders over the same volume.

Using arcs of wire on a cylindrical surface as building blocks enables the design of
tesseral (m 6= 0) and sectoral (m = n) spherical harmonic shaped magnetic fields [24, 103].
A similar design process is applied for tesseral and sectoral harmonic coils: symmetry or
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antisymmetry about the origin removes unwanted odd or even order harmonics that are
generated, the angular length of the arcs and their placement dictate the degree, m, of the
harmonics, and appropriate z placement annuls lower and some higher remaining unwanted
harmonics. Figure 4.4 a) shows an X gradient coil designed by placing 120◦ arcs of current
with opposite sense at appropriate z positions so as to null the {n,m} = {3, 1} spherical
harmonic leaving the {1, 1} harmonic as dominant. Axial return paths linking the arcs
produce no Bz, since Bz ⊥ dl.

Coils comprised of different building blocks such as straight wires are also possible
[24, 104–108].

Figure 4.3: a) Wires of a discrete Z2 shim coil (red wires indicate reversed current flow
with respect to blue) and b) contours of the magnetic field generated by the coil, with 0.1
a−1µTA−1 contour spacing (thin green), overlaid with the ∆Bz(r) = 5% contour (thick
red). The wire that crosses out of the contour plane is also shown as ⊙.

Many turns of wire are used with these discrete designs to achieve high magnetic field
intensities, as demanded in MRI. There is a limit however, to the number of turns that
can be added because the new turns have to be positioned further and further from the
analytically correct location and therefore introduce field errors. Also, these designs have
intrinsically high inductance, since the wires are close together and therefore inhabit a
region of very high magnetic field intensity.

4.4 Distributed Windings

It is possible to increase the efficiency and lower the inductance of a coil by allowing the
positions of the extra turns to spread out away from the positions of the first wires. These
distributed windings must be so positioned to keep or even increase the extent of the region
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Figure 4.4: a) Wires of a discrete X gradient coil (red wires indicate reversed current flow
with respect to blue) and b) contours of the magnetic field generated by the coil, with 0.05
a−1µTA−1 contour spacing (thin green), overlaid with the ∆Bz(r) = 5% contour (thick
red). The wire that crosses into the contour plane is also shown as ⊗.

over which the magnetic field is uniform. Several methods for designing gradient coils (also
applicable to shim coils) with distributed windings are described in the following sections.

At this point, it is convenient to describe the common geometry of the system. Figure
4.5 shows the cylindrical coil system where the cylindrical coordinates, (ρ, φ, z), Cartesian
coordinates, (x, y, z), and the components of the current density that flow in the surface,
Jφ and Jz are all indicated. There is no Jρ component of J(ρ, φ, z) since the current must
flow on the surface

J(ρ, φ, z) = J(φ, z)δ(ρ− a) (4.7)

where a is the radius of the cylindrical conducting surface.
In the static case, ∇ ·J = 0 so the components of current density flowing on the surface

of a cylinder are related by

1
a

∂

∂φ
Jφ = − ∂

∂z
Jz (4.8)

The wire pattern that approximates J(φ, z) is found from Nc equally-spaced contours
of the integrated current density. More generally, the wires follow equally-spaced contours
of the stream function, ψ(r), of the current density, J(r), flowing in any surface, S, defined
by n̂(r), the unit vector normal to the surface, such that

J(r) = ∇× [ψ(r)n̂(r)] (4.9)
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Figure 4.5: The cylindrical coordinate system showing the radial, ρ, azimuthal, φ, and
axial, z coordinates with the azimuthal and axial components of the current density, Jφ(r)
and Jz(r) respectively, on the cylindrical conducting surface.

In the cylindrical case, this becomes

Jφ =
∂ψ

∂z
and Jz =

−1
a

∂ψ

∂φ
(4.10)

so, integrating Jφ(z) with respect to z generates ψ. The property that equally spaced
contours of ψ give an approximation to J was proven by e.g. Brideson et al. [109]. It has
also been demonstrated that continuous current densities can be approximated by multiple
layers to increase the efficiency of the coil [100].

4.4.1 Distributed Discrete Coils

A method of spreading discrete loops of wire along a cylindrical surface to achieve more
efficient coils with lower resistance is given in the first part of ref. [110]. This paper shows a
way of using an array of co-axial circular coils and the well-known magnetic field that each
coil generates on-axis, to generate a prescribed magnetic field at a series of points. Other
distributed design methods that use discrete wires rather than a stream-function approach
and are iterative, and are discussed in § 4.4.7.

4.4.2 Target Field

Turner [111–113] developed a method, using a Green’s function expansion of 1
|r−r′| [2],

in which the current density on a cylindrical surface, J(φ, z), can be related to the axial
magnetic field at any point in the region where ρ < a, Bz(ρ, φ, z) by
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Bz(ρ, φ, z) = −µ0a

2π

∞∑
m=−∞

∫ ∞

−∞
|k|eimφeikzjmφ (k)K ′

m(|k|a)Im(|k|ρ)dk (4.11)

where jmφ (k) is the Fourier transform (§ 2.3) of the φ component of J(φ, z) and Km(x)
and Im(x) are Modified Bessel functions (K ′

m(x) is the derivative of Km(x) and here, m is
the order of the Bessel function).

Equation (4.11) can be used to allow the calculation of J(φ, z) from a prescribed “target”
magnetic field function, Bt

z(ρ, φ, z). The target field function must be chosen to satisfy
Laplace’s equation, and its Fourier transform must tend to zero faster than e−k(a−c) (where
c is the radius of the cylinder on which the target field is prescribed) to allow only low
spatial frequencies to contribute to J(φ, z). In Turner’s work [111] the function

Bt
z(ρc, 0, z) =

Gx
d2 − d1

[
d2

1 + (z/d1)
n −

d1

1 + (z/d2)
n

]
(4.12)

was used as the analytic target field function to design an X-gradient coil. Figure 4.6
shows an X-gradient coil designed with the target field method, with the associated magnetic
field plot.

Figure 4.6: a) Wires of an X-gradient coil designed using the target field method (red wires
indicate reversed current flow with respect to blue) and b) contours of the magnetic field
generated by the coil, with 0.5 a−1µTA−1 contour spacing (thin green), overlaid with the
∆Bz(r) = 5% contour (thick red) (the coil was designed using Eq. (4.12) with d1

a = 1.5,
d2
a = 2.5, n = 10 and c

a = 0.5). The wires that cross into the contour plane is also shown
as ⊗.
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4.4.3 Minimum Inductance

In addition to the target field method (§ 4.4.2), Turner developed a way to design gradient
and shim coils with minimum inductance [99], L, based on

L = −µ0a
2

I2

∞∑
m=−∞

∫ ∞

−∞
|jmφ (k)|I ′m(|k|a)K ′

m(|k|a)dk (4.13)

where I is the current in the coil. Rather than using an analytic function for the form
of the target magnetic field on the surface of a cylinder, the target field is prescribed at
a series of N target points, Bt

z(rn), at positions rn, where n = 1, . . . , N . The difference
between the actual field, Bz(ρn, φn, zn), as calculated by Eq. (4.11), and the target field is
minimised using Lagrange multipliers, λn, via the functional, U ,

U = L+
1
I

N∑
n=1

λn
[
Bt
z(rn)−Bz(ρn, φn, zn)

]
(4.14)

Differentiation of U with respect to λn, leads to a system of N simultaneous equations
which can be solved to yield the optimal current distribution.

The minimum inductance approach is made possible by defining the field as a finite set
of target points. There are thereby an infinite number of solutions that J can take, and Eq.
(4.14) finds the solution with the lowest inductance. Figure 4.7 shows an X-gradient coil
designed with the minimum inductance method.

Figure 4.7: a) Wires of an X-gradient coil designed using the minimum inductance method
(red wires indicate reversed current flow with respect to blue) and b) contours of the
magnetic field generated by the coil, with 0.5 a−1µTA−1 contour spacing (thin green),
overlaid with the ∆Bz(r) = 5% contour (thick red). The wires are also shown that cross
into, ⊗, and out of, ⊙, the contour plane.



CHAPTER 4. COIL DESIGN 48

4.4.4 Apodisation

The coils designed with the minimum inductance method can exhibit high spatial frequency
oscillations in Jz (as shown in Fig. 4.7 a in the region where −a < z < a). These increase
the inductance and resistance, as well as reducing the efficiency of the coil. This occurs
because this approach attempts to exactly match the actual field to the target field. It is
therefore beneficial to slacken this constraint slightly so as to lower the inductance of the coil
appreciably. This may be simply done by smoothing, or apodisation (latin for “removing
the foot”) of Jz. To achieve this apodisation the Fourier transform of Jz can be multiplied
by a gaussian function to reduce its higher frequency components

jAφ (k) = jφ(k)e−2h2k2
(4.15)

where h is known as the apodisation length. The result of this apodisation is illustrated
in Fig. 4.8.

Figure 4.8: One octant of the wire paths for the a) unapodised minimum inductance
X-gradient coil from Fig. 4.7 and the b) apodised version using h = 0.03a.

4.4.5 Functional Minimisation by Matrix Inversion

The minimum inductance coil design method produces a set of equations which are solved
numerically using a matrix, A, of coefficients Apn that relate the field at P target field
points, Bt

z(rp), and the N Lagrange multipliers, λn, that are used to generate J,

B = Aλ. (4.16)

A is square for coils designed using Turner’s minimum inductance method, since P = N ,
and can be inverted by using Gaussian elimination to obtain λ.
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λ = A−1B (4.17)

Hoult and Deslauriers formulated a similar matrix-based coil design method with fewer
parameters describing the target field than the current density [110]. This overdetermined
system results in a rectangular A matrix of size N × P where P < N . A Moore-Penrose
pseudoinversion of the matrix, A† = (ATA−1)AT can be performed which provides the least-
squares solution, which is usefully the coil with the minimum power dissipation and hence
resistance. In this scheme, the target field, Bt

z may be parameterised in terms of spherical
harmonic (§ 2.2) basis functions, and/or the current density may be expressed as a linear
combination of some basis set (e.g. a Fourier series).

4.4.6 Finite-Length Coil Design

Carlson et al. expressed the current density as a weighted, finite, set of truncated sinusoidal
basis functions spanning a length, l [97]. For zonal coils antisymmetric in z

Jφ (z) =
N∑

n=1

λn sin
(2πnz

l

)
|z| < l

2

= 0 |z| > l
2

(4.18)

and for symmetric coils, cosine rather than sine functions are used. The inductance, L,
and the magnetic field at a series of points can be expressed in terms of these basis functions
since their Fourier transform is well known. The field error (the difference between the target
field and the actual field) and the inductance is once again combined into a functional, U ,

U =
P∑
p=1

wp
[
Bt
z(rp)−Bz(ρp, φp, zp)

]2 + αL (4.19)

where wp is a weighting factor allowing control over the relative accuracy of the pth

target point, and α is a trade-off parameter for the extent by which the inductance is
minimised. An additional term for the resistance of the coil, βR, may be added so that
there are two user definable trade-off parameters. Increasing the value of these parameters
has the effect of making the field conform less well to the target field, while reducing the
inductance and/or resistance of the coil.

Equation (4.19) is again differentiated to obtain a set of simultaneous equations, rep-
resentable in matrix form. Since the field error is squared, a square matrix results, of the
same size as the matrix that controls the inductance (N ×N). Therefore matrix inversion
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via Gaussian elimination as for Eq. (4.17) yields the weightings, λn, that can be used to
reconstruct J. Figure 4.9 shows an X-gradient coil produced using this finite-length coil
design method. The length of the coil is restricted to l = 3.2a m in this example.

Figure 4.9: a) Wires of a finite-length X gradient coil (red wires indicate reversed current
flow with respect to blue) and b) contours of the magnetic field generated by the coil, with
0.5 a−1µTA−1 contour spacing (thin green), overlaid with the ∆Bz(r) = 5% contour (thick
red). The wires that cross into the contour plane is also shown as ⊗.

4.4.7 Iterative Methods

Optimisation of the homogeneity, efficiency, inductance etc. may also be achieved by it-
erative techniques. Most optimisation methods work by allowing the positions of discrete
wires as free parameters in the optimisation routine. Wong et al. [114] used an iterative
technique to design a Z-gradient coil by allowing the positions of the loops of wires to be
iteratively adjusted so as to minimise an error function characterising the field error and/or
the coil inductance. The gradient of the error function with respect to the free parameters is
also calculated for each iteration and the parameter space is searched by conjugate gradient
descent (CGD), a first-order optimisation algorithm. There are several other examples of
the use of CGD in gradient coil design [115–118].

The most commonly used iterative optimisation algorithm in gradient coil design has
been simulated annealing (SA). This is because it is excellent at avoiding local minima in
the error function when finding the global minimum. It was first used to adjust the positions
of circular loops of wire so as to generate a coil producing a highly uniform Z-gradient [119].
SA was later used to design X-gradient coils by parameterising the positions of the wire
elements [120]. Crozier et al. described one quadrant of the X-gradient coil as a series of
concentric circles deformed by transformation mapping with much fewer free parameters
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[121]. The SA algorithm has been used extensively to optimise parameters in the design of
various gradient and shim coil [98, 122–138].

Another common stochastic optimisation technique is to mimic Mendelian evolution,
and allow better solutions to the problem to “survive”, “mutate” and “breed” to form the
solutions to the next iteration. This genetic algorithm (GA) has been applied to the design
of gradient coils in a similar way to CGD and SA so as to produce more linear and compact
cylindrical Z-gradient coils [139], X-gradient coils [140, 141], and bi-planar coils [142, 143].

Adamiak et al. [144] used a zeroth-order Powell optimisation (one that only uses the
result of the Biot-Savart calculation, and not its derivative) to adjust the positions of wire
segments iteratively so as to generate a four-turn X-gradient coil. The Monte Carlo (MC)
method has also been applied to gradient and shim coil design [145, 146]. Linear [147] and
quadratic [148] programming are other options for optimising gradient coil design.

Iterative coil design techniques often have the advantage that they work directly with
the wires of the coil design. The magnetic field, and therefore the error function to optimise,
is calculated by direct integration of the Biot-Savart Law (Eq. (4.1)) over the wires. When
approximating the continuous current density (§ 4.4.2 to § 4.4.6) in terms of a small number
of turns of wire, the approximation becomes less valid. Hence, iterative methods, using
discrete wires work better for few wires than continuous current density methods. However,
iterative methods are considerably more computationally intensive, and tend to produce
wire patterns with abrupt changes in directions. These changes can introduce high order
spherical harmonics in the magnetic field. These methods also do not need there to be more
free coil design coil parameters than field parameters.

4.4.8 Slack, Finite-Length Coil Design

A modification to the finite-length coil design method described in the previous section was
developed during the course of the work described in this thesis [149]. Equations (4.11) and
(4.13) are again used for the parameterisation of the magnetic field and inductance of the
coil respectively. Unlike the method described in § 4.4.6, a functional is not differentiated to
obtain the parameters that define the current density. Rather, an inequality relationship is
constructed that describes the error in the magnetic field Ep at each of the P target points

Ep =
∣∣∣∣Bt

z(rp)−Bz(ρp, φp, zp)
max(Bt

z(rp))

∣∣∣∣ ≤ δp (4.20)

where δp is the maximum field error allowed at the pth target field point. It is most
convenient to set the same value for all points, e.g. δp = δ = 5%.

Using sequential quadratic programming via the fmincon function in Matlabsr Opti-
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misation Toolbox, any FOM can be maximised whilst satisfying the nonlinear inequality
constraints in Eq. (4.20). Gradient and shim coils are designed with maximum η2/L in this
work.

The resulting coils are similar to those generated using the finite-length method de-
scribed in § 4.4.6, but with slightly higher FOMs. This is because there is more freedom for
the magnetic field to deviate from the target field in the middle of the ROU, and because
the FOM is directly maximised.

4.4.9 Bi-Planar Coils

After the cylindrical geometries discussed so far, the next most common coil geometry is bi-
planar for inserting into cylindrical MRI bores, for “open” MRI scanners and for microscopy.
The evolution of planar gradient coils has mirrored that of the cylindrical coils with some
important differences. Initially, discrete wires were allowed to be positioned on planar
surfaces [150, 151]. A bi-planar equivalent of Turner’s minimum inductance method [99]
was formulated [152–154] and with finite square [155] and circular extent [156]. The SA
[98, 130, 134, 137] and GA [142, 143] iterative methods have also been applied to bi-planar
gradient coils. Actively shielded (§ 4.5.2) bi-planar gradient have similarly been designed
[151, 152, 157], as well as bi-planar shim coils [158, 159].

Figure 4.10: a) Wires of a bi-planar X-gradient coil (red wires indicate reversed current
flow with respect to blue) and b) contours of the magnetic field generated by the coil, with
1 µTA−1 contour spacing (thin green), overlaid with the ∆Bz(r) = 5% contour (thick red).
The wires are also shown that cross into, ⊗, and out of, ⊙, the contour plane.

Pissanetzky [160] developed a method of designing planar gradient coils that is com-
pletely free of any symmetry requirements. Figure 4.10 a) shows a bi-planar X-gradient coil
designed using a variant of this method and b) the magnetic field it generates in the y = 0
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plane. Pissanetzky’s method was also used to develop slightly convex versions of planar
gradient coil [161]. This method is a type of boundary-element-method that is described in
§ 4.4.11 and in much greater detail in Chapter 5.

4.4.10 Reduced Symmetry

The gradient and shim coils discussed so far in this chapter have been based upon discrete
loops, straight wires, cylindrical, or bi-planar geometry. This is because the mathematics
for such elementary geometries is relatively simple, primarily involving Bessel functions
and Fourier transforms. In fact, the simplest geometry for coil design in terms of the
mathematics is spherical, since it possesses the most symmetry [162]. Figure 4.11 shows a
spherical X-gradient coil. The homogeneity of spherical coils is excellent since the current
carrying surface completely surrounds the ROU. However, there are some issues with the
practicality of building and getting subjects in to and out of spherical gradient coils.

Figure 4.11: a) Wires of a spherical X-gradient coil (red wires indicate reversed current
flow with respect to blue) and b) contours of the magnetic field generated by the coil, with
1 a−1µTA−1 contour spacing (thin green), overlaid with the ∆Bz(r) = 5% contour (thick
red). The wires are also shown that cross into, ⊗, and out of, ⊙, the contour plane.

For a multitude of reasons, researchers have been motivated to deviate from the most
simple geometries. One common symmetry deviation involves locating the ROU closer to
one end of a cylindrical coil than the other [91, 129, 132, 163–166] for head only imaging.
This allows the radius of the coil to be reduced, and consequentially the efficiency of the coil
to be increased (since η ∝ a−2 for gradient coils), providing the coil is short enough below
the ROU to comfortably accommodate the subject. Shim coils may also be designed using
this offset ROU geometry [167–170]. Symmetric coils are intrinsically torque-balanced.
Once the ROU is moved, the symmetry is broken and there may be torques on the coil
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when energised within an external magnetic field (Eq. (4.4)), which must be accounted for
in the design process or else large torques may be experienced.

Other gradient coil designs that deviate from simple symmetry include cylinders with
“flared” conical section ends to improve patient access [171, 172], cylindrical gradient
coils with parabolic-shaped return-path wires to help accommodate the shoulders of sub-
jects [173, 174], elliptical cross-section gradients [175], gradients with a shielding surface
that incorporates an annular cap [176], hemispherical [177], and combined hemispheri-
cal/cylindrical “dome” geometry [178].

4.4.11 Asymmetric Coils

With all of the coils described in the previous section that deviate from the simple spheri-
cal, cylindrical, or bi-planar symmetries, additional, often highly complex mathematics are
required specific to that geometry for the coil design process. This leads to the inevitable
desire to develop a coil design methodology that is general enough to handle all the above
geometries and be completely free of any symmetry requirements. Pissanetzky developed
such a method as early as 1992 but only applied it to the design of bi-planar gradient coils
[160] (§ 4.4.9). Another approach to asymmetric coil design was demonstrated for gradient
and shim coils with dual radii [147], but the authors were apparently unaware of the power
of the Pissanetzky approach. Little work has been published on this powerful method, with
some notable recent exceptions [179–182]. In the course of this thesis, we have adopted
this method to design some highly asymmetric gradient, shim as well as other, more exotic
coil designs [183–187]. Pissanetzky’s approach describes the stream-function on the current
carrying surface as a set of piece-wise continuous linear basis functions and therefore is an
inverse boundary element method (IBEM). We expand upon this technique and note some
modifications and applications in Chapters 5 and 6.

4.5 Shielding

Gradient coils are designed to be switched rapidly to provide spatial localisation for the
magnetic resonance signal in MRI (§ 2.5). Shim coils sometimes (§ 3.2.6) also need to be
switched rapidly. Gradient and shim coils generate a specific magnetic field in the ROU,
and, as a side-effect, a magnetic field outside the coil. From Faraday’s Law, Eq. (2.3)
it is easy to see that a time-varying magnetic field induces an electric field which causes
currents to flow in close conducting surfaces (J = σE). These currents are circulatory,
since they must flow in the surface and ∇ · J = 0, and transient, as can be deduced from
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Faraday’s Law. The intensity of the eddy-currents is related to the switching time and
strength of the gradient coil as well as the conductivity of the eddy-current surface and
its proximity to the gradient coil wires. The circulatory eddy-currents generate their own
transient magnetic fields which may be of considerable size in the ROU. The most significant
surface as a source of eddy-currents in an MRI scanner is often formed by the heat shields
of the cryostat which contains the superconducting main magnet wires and cryogens (see
Fig. 2.17). This encompasses the gradient coils entirely, and is often very close to them. It
is also usually made of stainless steel, which is a good conductor. Eddy-currents induced
in the cryostat experience the intense static magnetic field and therefore generate forces on
the warm-bore which manifest as acoustic noise [188]

To reduce the effect of eddy-currents without detrimentally affecting the homogeneity
of the desired magnetic field in the ROU, magnetic shielding of the gradient coils may
be provided. This section describes magnetic shielding for the mitigation of eddy-current-
induced transient magnetic fields in the ROU.

4.5.1 Passive Magnetic Shielding

The simplest way to shield the bore of the superconducting magnet cryostat from stray
transient magnetic fields is to interpose a thick cylinder of highly conductive material,
such as Aluminium between the coil and the cryostat [112]. Such a surface allows the
eddy-currents to flow in a material with a thickness much greater than the skin depth of
the lowest characteristic frequency in the gradient switching. This means that the eddy-
currents will decay relatively rapidly. When such a surface is close to the gradient coils the
eddy-current-induced magnetic field in the ROU will more closely resemble the shape of the
gradient itself. However, this technique is highly limited as eddy-current-induced magnetic
fields are still generated, just in a more controlled manner.

4.5.2 Active Magnetic Shielding

A superior method of magnetically shielding conducting structures in the MRI scanner
is to provide active magnetic shielding, as proposed by Mansfield et al. [189, 190]. An
extra conducting surface with a multitude of current-carrying wires is placed between the
primary magnetic field generating wires and the warm bore. These wires are distributed on
the surface so as to cancel the radial component of the magnetic field, Bρ, at this surface
when energised. The early work concerned the design of active cylindrical shields for discrete
wire gradient coils like those in § 4.3 and was also extended to incorporate multiple shielding
surfaces [191].
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A similar approach can be used to design actively shielded gradient coils with distributed
windings on both the shield and the primary coil surfaces. This has been demonstrated for
cylindrical [99, 192] and planar [152] gradient coil geometries. In the case of cylindrical
coils, the integrand of Eq. (4.11) (and Eq. (4.13)) is simply multiplied by a shielding
factor, S(a, b, k),

S(a, b, k) = 1− I ′m(ka)K ′
m(kb)

I ′m(kb)K ′
m(ka)

(4.21)

where a and b are the primary and shield coil radii respectively, to obtain the Fourier
transform of the modified primary current density, jmφ,P (k). The Fourier transform of the
shield current density, jmφ,S(k) is found from the relation [112]

jmφ,S(k) = −jmφ,P (k)
aI ′m(ka)
bI ′m(kb)

(4.22)

Figure 4.12 illustrates a cylindrical example of a shielded target field gradient coil.
Naturally, active magnetic screening of this sort has further been combined with all the
flavours of coil design: stochastic techniques [121, 131, 193] shim coils [124, 169], bi-planar
shim coils [158], elliptical cross-section [129, 176], asymmetric ROUs [170], shields with
end-caps [194], modular coils [195] and multi-layer gradient coils [196].

These methods essentially identify the current density for the magnetic shield by con-
volving the primary current density with a well defined function related to the separation
between primary and shield surfaces; greater separation results in greater differences be-
tween the shielding and primary current densities. Use of this approach is based on the
assumption that the shielding surface is of infinite extent, which leads to problems for par-
ticularly short coils. A super-shielding (SUSHI) method was developed by which excellent
shielding may be achieved without the use of an apodisation function for short cylindrical
coils [197–199].

4.6 Miscellaneous Coils

Within NMR there are other magnetic field generating coils that are not simple gradient
or shim coils or that have novel designs not covered so far in this chapter. Parker and
Hadley used simulated annealing [119] to design a type of gradient coil that had two (or
more) disparate linear magnetic field gradient regions to lower the maximum magnetic field
intensity, thereby reducing the effect of peripheral nerve stimulation (PNS) [200].

To produce very intense gradient fields, the gradient coils must be highly efficient given
a fixed power supply performance. To achieve this, many turns, Nc, of wire may be used
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Figure 4.12: a) Primary (left, radius a) and shield (right, radius b = 1.2a) wires of a
shielded, target field X-gradient coil (red wires indicate reversed current flow with respect
to blue) and b) contours of the magnetic field generated by the coil, with 0.2 a−1µTA−1

contour spacing (thin green), overlaid with the ∆Bz(r) = 5% contour (thick red). c) shows
that axial magnetic field along a line in z at x = 1.4a and y = 0 for the shielded coil (red)
and unshielded equivalent (blue, see Fig. 4.6). The wires are also shown that cross into, ⊗,
and out of, ⊙, the contour plane.
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to approximate a calculated current density. This leads to an increase in the inductance of
the coil (since η ∝ Nc and L ∝ N2

c ) and therefore the rise-time, τ of the gradient (τ ≈ LIa
Va

,
where Ia and Va are the current and voltage provided by the gradient coil amplifier) [100].
L also increases for gradients of the same strength with larger homogeneous ROUs. Clearly
there is a trade-off between these characteristics. This led to the idea of modular gradient
coils that individually, or in combination, can provide gradient fields with a small ROU
with low τ , large ROU with high τ , and high η with high τ for different NMR applications
that require these gradient field properties [179, 195].

Taracila et al. have recently developed an additional parameter that can be used in the
optimisation process of the design of gradient coils [201]. An equation for the vibro-acoustic
power of the gradient was formulated in terms of the current density.

Data from multiple disparate regions may be acquired in a single shot using the multiple
acquisition with micro B0 array (MAMBA) technique of Lee and Paley [202, 203]. This
method requires current-carrying coils to generate a different intensity of homogeneous
magnetic field in different regions of space. Using this approach, data may be acquired
simultaneously from disparate regions without the use of switched gradient fields.



Chapter 5

IBEM Coil Design

This section describes the inverse boundary element method (IBEM) of magnetic field design
in detail. The first section (§ 5.1) provides a mathematical framework for the IBEM and
describes the physical problem. The way in which this mathematical framework can be used
to design current-carrying coils that generate a prescribed magnetic field is then described.
The final section (§ 5.3) explains how, with the inverse problem solved, solution of the
forward problem and other techniques, can be used to find the electromagnetic properties
of the coil.

5.1 Mathematical Framework

The mathematical framework for IBEM is derived in terms of the physical magnetostatic
problem. Much of this section is taken from the original work by Pissanetzky [160], but
uses the notation in Lemdiasov and Ludwig [181]. A recently published paper and the-
sis by Peeren [180, 204] gives an in depth mathematical treatment of the more general
electromagnetic problem.

5.1.1 The Physical Problem

In this system, there exists an electrically conductive object, through which electric current
flows, and a region in which a magnetic field is generated by the current in the conducting
object. In our model, shown schematically in Fig. 5.1, the following assumptions are made:

(A) The conducting object is a thin conducting surface, S, defined at a point r′ by the
unit normal vector to the surface; n̂(r′).

(B) S may comprise any number of individual sub-surfaces, Sn, where n = 1 . . . NC .

59
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(C) The current flowing on S is time-invariant and is represented at r′ by the current
density vector J(r′).

(D) J(r′) must flow on the surface, therefore J(r′) · n̂(r′) = 0 everywhere on S.

(E) The current density must satisfy the continuity equation and be divergence-free; ∇ ·
J(r′) = 0.

(F) A time-invariant magnetic field, B(r), is generated by the current density over a
region, V , separated from S.

(G) V may comprise any number of individual sub-regions, Vm, where m = 1 . . . NV .

(H) There also exists an externally applied, intense magnetic field, B0ẑ. Therefore, we
only consider the z-component of the magnetic field generated in V by the conductor,
Bz(r) (Eq. (4.2)).

(I) Bz(r) must satisfy Laplace’s equation; ∇2Bz(r) = 0.

Figure 5.1: The electromagnetic problem.

The principal aim of the forward problem is to calculate Bz(r) from a known J(r′). This
may be achieved by integration of Eq. (5.1) over the surface.

dB(r) =
µ0Idl× (r′ − r)

4πr3
(5.1)

Here, the focus is on the inverse problem where we want to find the J(r′) that will
provide a given Bz(r).
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5.1.2 Discretising the problem

To make the inverse problem described in § 5.1.1 solvable numerically it needs to be dis-
cretised. First, let us consider the region, V , in which the magnetic field is induced. This
can be simply discretised by defining a finite number of points, K, that lie within V . These
points, from now on referred to as the target points, can have any position, rk (where
k = 1, . . . ,K) in space except on the surface S, and together define the target region.

Second, we consider the current-carrying surface, S. Since S is a thin surface with
arbitrary geometry it may be discretised as a finite set of NE flat elements, and N nodes at
the corners of the elements. The principal sub-component of the discretised surface is the
set of nodes. Each element that has a node as a vertex is associated with that node (e.g.
each node, n, where n = 1, . . . , Nn, has associated with it a set of elements, 4ni, where
i = 1, . . . , Nn and Nn is the number of elements associated with the nth node). It is possible
to define the surface in terms of quadratic, curved elements [186], and/or polygonal elements
[180], but in this work we simply consider flat triangular elements. Figure 5.2 illustrates
the discretisation of the problem.

Figure 5.2: The discretised electromagnetic problem.

Discretising the geometry in this way leads us to discretise the target magnetic field,
Bt
z(r), to a set of target field values, Bt

zk, at the target points, rk. It also requires that the
current density, J(r′), is discretised into a convenient set of basis functions. At this point
we re-introduce the stream-function of the current density, ψ(r′) at r′,

J(r′) = ∇×
[
ψ(r′)n̂(r′)

]
(5.2)

and discretise it by defining a stream-function value at each node, In
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ψ(r′) ≈
N∑
n=1

Inψn(r′) (5.3)

where ψn(r′) is the stream-function basis-function for the nth node of the discretised
surface. ψn(r′) varies linearly across the neighbouring elements and is zero in all elements
that do not contain the node n. Combining (5.2) and (5.3) gives an expression for the
current density in terms of the stream-function values at the node points, In and a set of
current basis functions fn(r′).

J(r′) ≈
N∑
n=1

In∇× [ψ(r′)n̂(r′)] =
N∑
n=1

Infn(r′) (5.4)

The current basis function for a node n and associated triangular element i is defined
in terms of the perpendicular distance from the node to the opposite side of the element,
|dni|, and the vector of the opposite side of the triangular element eni as shown in Fig. 5.3.
If the triangle 4ni belongs to the node at n

fn(r′) =
eni
|eni|

1
|dni|

i = 1, . . . , Nn. (5.5)

A single basis function fn(r′) is made up of Nn vectors vni, one for every triangle 4ni

associated with the node n. Nn is usually about 6, but there may be any number of triangles
associated with a node. Now the parts of the basis function are

vni =
eni
|eni|

1
|dni|

(5.6)

Figure 5.3: a) The discretised current carrying surface, b) the current density basis function
fn for the nth node with its constituent parts vni (i = 1, . . . , 6) and c) the length, dni, and
width, eni, vectors that define vni.

This formalism for the basis function provides a system in which the current density is
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divergence-free on the surface.
Figure 5.4 shows a node that lies on an open edge of the surface. It shows that with

unconstrained values of In there may be current flowing in and out of the edge which is
physically impossible in this system. By forcing all In values to be equal if they lie on the
edge A,

In = IA if n ∈ A n = 1, . . . , N (5.7)

the current on the surface can be conserved. The same must be done for all the edges.
This reduces the number of free parameters that defines the discretised current density.

Figure 5.4: a) The discretised current carrying surface and b) an edge node basis function
fn.

5.1.3 BEM Magnetic Vector Potential

The magnetic vector potential, A (Eq. (2.15)), can be calculated from the discretised
surface current density using

A(r) ≈ µ0

4π

N∑
n=1

In

∫
S′

fn(r′)
|r− r′|

dS′. (5.8)

5.1.4 BEM Magnetic Field

Applying B = ∇×A gives

B(r) ≈ µ0

4π

N∑
n=1

In

∫
S′
∇× fn(r′)

|r− r′|
dS′. (5.9)

Using a similar approach to that employed in obtaining Eq. (2.16) and considering only
the longitudinal component of the magnetic field, Bz, gives
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Bz(r) ≈
µ0

4π

N∑
n=1

In

∫
S′

[
−fny(r′)(x− x′) + fnx(r′)(y − y′)

|r− r′|3

]
dS′. (5.10)

This is now in the form of a system of N linear equations

Bz(r) ≈
N∑
n=1

Incn(r) (5.11)

where cn(r) is

cn(r) =
µ0

4π

∫
S′

[
−fny(r′)(x− x′) + fnx(r′)(y − y′)

|r− r′|3

]
dS′. (5.12)

where the integration over the surface,
∫
S′ dS

′, is now equivalent to an integration over
the surface of elements containing the node n since the nth basis-function is only non-zero
over elements containing it.

Because the basis functions are made up of Nn parts, the cn(r) matrix is calculated by
summing over the set of functions linked to each triangular element associated with each
node:

cn(r) =
µ0

4π

Nn∑
i=1

∫
S′

[
−vniy(r′)(x− x′) + vnix(r′)(y − y′)

|r− r′|3

]
dS′ (5.13)

where vni is the x-component of the ith part of the nth basis function vector in 4ni.

5.1.5 BEM Self-Inductance

In the absence of hysteresis the formula for the stored magnetic energy, W , of an inductor
driven with a current of Ia Amps is given by W = 1

2I
2
aL. The self-inductance, L, due to

J(r′) is well known [2],

L =
µ0

4πI2
a

∫
S

∫
S′

J(r) · J(r′)
|r− r′|

dS′dS. (5.14)

which can also be discretised by substitution of Eq. (5.4) to give

L ≈ µ0

4π

N∑
n=1

N∑
m=1

InIm

∫
S

∫
S′

fn(r) · fm(r′)
|r− r′|

dS′dS. (5.15)

This is in the form of a quadratic system of equations and can be expressed as
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L ≈
N∑
n=1

N∑
m=1

InImLmn (5.16)

where

Lmn =
µ0

4π

∫
S

∫
S′

fn(r) · fm(r′)
|r− r′|

dS′dS. (5.17)

To calculate the self-inductance matrix Lmn using the parts of the basis functions vni
Eq. (5.17) is re-written as

Lmn =
µ0

4π

∑
i

∑
j

(vmi · vnj)
∫
Smi

∫
S′mi

dS′dS

|rmi − r′nj |
. (5.18)

5.1.6 BEM Mutual-Inductance

The mutual-inductance between two conductors, A and B, can be expressed in a way similar
to Eq. (5.14),

LAB =
µ0

4πIAa IBa

∫
SB

∫
SA

JA(r′) · JB(r)
|r− r′|

dSBdSA. (5.19)

which when discretised becomes

LAB ≈ µ0

4π

N∑
n=1

M∑
m=1

InIm

∫
SA

∫
SB

fAn (r′) · fBm(r)
|r− r′|

dSBdSA. (5.20)

Here we use this expression to minimise the coupling between the circuit being designed
and a known circuit, c. Therefore Eq. (5.20) is reduced to

Lc ≈
N∑
n=1

InL
c
n(r) (5.21)

where

Lcn(r) =
µ0

4π

Mc∑
m=1

Icm

∫
S

∫
Sc

fn(r′) · f cm(r)
|rc − r′|

dScdS. (5.22)

or

Lcn(r) =
µ0

4π

M∑
m=1

Icm
∑
i

∑
j

(vcmi · vnj)
∫
Snj

∫
Sc

mi

dScdS

|rcmi − r′nj |
(5.23)
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5.1.7 BEM Resistance

The amount of power dissipated, P , in a coil of resistance, R, carrying Ia Amps current is
P = I2R. The resistance can be expressed in terms of J(r′) [2] using

R =
ρ

tI2
a

∫
S
|J(r′)|2dS (5.24)

where t is the thickness of the conductor forming each element. Substituting into Eq.
(5.4) gives the discretised version

R ≈ ρ

tI2
a

N∑
m=1

N∑
n=1

InIm

∫
S
|fn(r)|2dS. (5.25)

This is also a quadratic system of equations,

R ≈
N∑
n=1

N∑
m=1

InImRmn (5.26)

where

Rmn =
ρ

t

∫
S
|fn(r)|2dS. (5.27)

When the basis functions are split into their Nn constituent parts, Eq. (5.27) becomes

Rmn =
ρ

t

∑
i

∑
j

(vmi · vnj)A2
mi (5.28)

if the two nodes, m and n, have common triangular elements. If the nodes share no
triangles then Rmn = 0.

5.1.8 BEM Torque

The expression for the torque vector, M, experienced by J(r′) in an external static magnetic
field, B0(r), is given by

M =
∫
S
r× [J(r′)×B0(r)]dS (5.29)

Since B0(r) here is parallel to the z-axis and approximately uniform and considered to
be homogeneous, B0(r) = B0ẑ, so that
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M = B0


∫
S JxzdS∫
S JyzdS

−
∫
S(Jxx+ Jyy)dS

 (5.30)

Applying the discretisation, Eq. (5.4), to this expression results in the approximate
equations for the x, y, and z components of the torque in terms of the current basis func-
tions. Furthermore, the equations below are the torques in terms of the vectors, vmi, that
constitute the basis functions.

Mx = B0

∫
S
JxzdS ≈ B0

N∑
n=1

In

Nn∑
i=1

∫
S
vnxzdS (5.31)

My = B0

∫
S
JyzdS ≈ B0

N∑
n=1

In

Nn∑
i=1

∫
S
vnyzdS (5.32)

Mz = −B0

∫
S
(Jxx+ Jyy)dS ≈ −B0

N∑
n=1

In

Nn∑
i=1

∫
S
(vnxx+ vnyy)dS. (5.33)

5.2 Solving the Inverse Problem

The previous section described the mathematical environment in which the BEM operates.
It showed that several coil characteristics can be parameterised in terms of the nodal stream-
function values, In, via Eqs. (5.11), (5.16), (5.21), (5.26), (5.31), (5.32) and (5.33). Now
we can solve the inverse BEM problem. To do this the previously described mathematics
were implemented in Matlabr (The Mathworksr Inc., Natick, MA, USA). The following
sections of this chapter describe how this was done.

5.2.1 Mesh Generation

Given a set of geometric constraints for the conducting surface or surfaces, and target field
region or regions, a discretised model must be created. In this work, we use a powerful 3D
modelling program called 3D Studio MAXr (Autodeskr Inc., San Rafael, CA, USA) to
generate the meshes and target point data. 3D Studio MAXr is commonly used to model
the way products may look when built, and has been used extensively in film, and television.
This requires processing of light incident on surfaces, and therefore 3D Studio MAXr deals
with thin surfaces very well, while other 3D CAD software deals primarily in parametric
solid volumes. It has the ability to model discrete surfaces with complete control over the
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mesh and has an ASCII text output that provides a file with all the detail of the geometry.
Three types of object are used:

(A) Surface geometry - A set of elements and nodes defines the surface, which may have
any number of separate sub-surfaces, and must have continuous normals to the surface
over each sub-surface.

(B) Edge nodes - For each continuous edge of each sub-surface there must be an object
that lists the nodes of each edge (see § 5.2.7). It is possible to find the edge nodes
from the surface geometry, but it is also simple to define them from the start.

(C) Target field points - There must be an object containing the points at which the
magnetic field will be prescribed. There may be any number of such objects for each
different target field region.

Figure 5.5 show an example of these objects for planar primary and shielding surfaces
with a spherical ROU (target region 1), shielding points (target region 2) and the nodes for
each edge of the surface geometry.

Figure 5.5: a) Undiscretised and b) discretised surface geometry, target regions, and edge
nodes.

5.2.2 Calculating the Basis-Functions

The first step in the calculation process is to generate the basis function parts of the current
density flowing in the conducting surface, vni. This is done by evaluating Eq. (5.6) for each
element, 4ni, belonging to each node, n. Therefore, in triangular elements, there are 3 vni
vectors for each element relating to a current basis function flowing parallel to each of the
edges of the element. The area of each element, Ani, and the position of its centre, rni, are
also calculated at this point for use in later calculations.
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5.2.3 Generating the Physical Properties Matrices

The magnetic field, inductance, resistance, and torque components are calculated using Eqs.
(5.11), (5.16), (5.21), (5.26), (5.31), (5.32) and (5.33), to yield matrices and vectors with
dimensions (K×N), (N ×N), (N ×1), (N ×N), (N ×1), (N ×1) and (N ×1) respectively,
as shown in Fig. 5.6

Figure 5.6: The a) Lmn (log scale), b) Rmn, and c) cn(rk) matrices, and the d) Txn, Tyn,
Tzn vectors for a cylindrical surface and spherical ROU.

5.2.4 Gauss-Legendre Integration

To calculate the integrals in the field matrix, the torque vectors, and the self-inductance
matrix and mutual-inductance vector, (Eqs. (5.12), (5.31), (5.32), (5.33), (5.17) and (5.21)
respectively), a function of position must be integrated over the triangular elements. A
standard method for numerically integrating functions over the surface of a triangle is
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Gauss-Legendre quadrature [205]. This technique approximates the integral of a function
over the element with an appropriately weighted sum of the value of the function at a fixed
number of points in the element. Gauss-Legendre integration is performed here on a unit
triangle with corners at (0, 0), (1, 0), and (0, 1). The quadrature formula for the integration
of an arbitrary function f over the surface of a triangle is

∫∫
Snj

f(r)dxdy ≈
N=n×n∑
k=1

ckf(rk) (5.34)

where rk are discrete positions in the triangle and ck are the weightings given in Table
5.1. The larger the degree of precision, n, is, the more accurate (and time-consuming) the
calculation is.

n uk vk ck

n=2 0.211324865 0.166666667 0.197168783
0.211324865 0.622008467 0.197168783
0.788675134 0.044658198 0.052831216
0.788675134 0.166666667 0.052831216

n=3 0.112701665 0.100000000 0.068464377
0.112701665 0.443649167 0.109543004
0.112701665 0.787298334 0.068464377
0.500000000 0.056350832 0.061728395
0.500000000 0.250000000 0.098765432
0.500000000 0.443649167 0.061728395
0.887298334 0.012701665 0.008696116
0.887298334 0.056350832 0.013913785
0.887298334 0.100000000 0.008696116

Table 5.1: Gauss-Legendre quadrature coordinates and weightings for numerical integration
over the surface of a unit triangle.

To integrate over the triangles in the mesh, a coordinate transform is arranged to trans-
form the triangle so that in the new coordinate system, (u, v), the corners of a triangle
in the mesh lie at (0, 0), (1, 0), and (0, 1). The diagram in Fig. 5.7 shows schematically
how the coordinates are transformed from (x, y, z) to (u, v). The equations that govern this
geometric transformation are
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x = x1u+ x2v + x3w

y = y1u+ y2v + y3w

z = z1u+ z2v + z3w

w = 1− u− v (5.35)

which can be used with the points, (uk, vk), in Table 5.1 to give (xk, yk, zk). In this work
we use n = 2 as the degree of precision.

Figure 5.7: Diagram showing how the coordinates are changed from (x, y, z) to (u, v).

Also, when using a coordinate transform, the integral must be scaled to compensate for
the scaling due to the transform;∫

Snj

f(r)dS =
∣∣∣∣∣∣∣∣ ∂r∂u × ∂r

∂v

∣∣∣∣∣∣∣∣ ∫
U
f(u, v)dudv (5.36)

since

dS =
∣∣∣∣∣∣∣∣ ∂r∂u × ∂r

∂v

∣∣∣∣∣∣∣∣ dudv (5.37)

5.2.5 Validity of Approximations

In Ref. [181] an approximation for the mutual inductance of currents passing through two
triangles that are separated was used,

Lmn =
µ0

4π

∑
i

∑
j

(vmi · vnj)
AmiAnj
|rmi − r′nj |

(5.38)

which is valid for elements that are separated by large distances, but not for elements
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that are close. To check the validity of Eq. (5.38), consider a unit triangle the same as the
(u, v) form shown in Fig. 5.7 and another triangle that is the mirror of that triangle in the
v-axis. A comparison of the double integral∫

Smi

∫
S′nj

dS′dS

|rmi − r′nj |
(5.39)

over the two adjacent triangles using Eqs. (5.34) and (5.38) was made. The Gauss-
Legendre quadrature computes the integral (with n = 2) to be equal to 0.4129 and Lemdi-
asov’s approximation yields 0.3750, an error of 9.2%.

The same calculation with an additional separation of ∆u = 1 gives 0.1524 for Gauss-
Legendre and 0.1500 for the approximation, an error of 1.6%. Furthermore, a separation
∆u = 5 gives values of 0.0442 and 0.0441 for quadrature and approximation respectively.
Clearly there is a difference between the outcome of these integration approximations when
the triangles are close that becomes negligible at larger separation distances.

5.2.6 Dealing with Singularities

Equations (5.18) and (5.28) require a double integral over the surface, S. This means that
there must be double integrals over the same element when 4mi = 4nj . This causes a
singularity for the inductance matrix since the |rmi − r′nj | term in Eq. (5.16) can be zero.
For this case the integral can be calculated from the closed form [206],

1
4A2

∫
Smi

∫
S′mi

dS′dS
|rmi−r′mi|

= 1
6
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√
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√
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) (5.40)

where a = (r3 − r1) · (r3 − r1), b = (r3 − r1) · (r3 − r2), c = (r3 − r2) · (r3 − r2), and r1,
r2, r3, are position the vectors of three nodes of the triangle.

5.2.7 Edge Constraints

The full cn(rk), Lmn, Rmn matrices and Txn, Tyn, Tzn vectors are shown in Fig. 5.6. These
matrices and vectors (as well as Lcn) contain rows and columns for each of the edge nodes,
which need to be removed and replaced with a single row and column for each edge (i.e. if
there are N nodes on the surface, NE of which lie on one of the E edges the N variables
in the system are reduced to N ′ = N −NE +E variables). The matrices must be properly
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reduced before constructing the matrix equation; where the Lmn and Rmn matrices have
dimensions of N ×N , they are reduced to N ′ ×N ′ as illustrated in Fig. 5.8.

Figure 5.8: Example of reducing the number of variables in the system in a) an N × N
matrix for a two-edged surface to b) N ′×N ′. The central blue box correspond to non-edge
nodes and remains the same, edge node columns and rows are condensed into 2 columns
and 2 rows.

5.2.8 The Optimisation Functional

A functional equation, U , can be created that will be used to optimise the physical parame-
ters to obtain the best possible set of stream-function values and therefore most appropriate
coil design (c.f. Eqs. (4.14) and (4.19)). Equation (5.41) shows the functional that was
used in this work. It is constructed to provide an axial magnetic field, Bz(rk), that closely
matches that of the desired target field, Bt

z(rk). Some deviation from this ideal target field
is tolerated, and indeed required, so that the self-inductance, L, and resistance, R, may
be minimised. This trade-off is possible to varying degrees via user-definable parameters α
and β, and a coil of lower L and R will represent the target field less accurately. Simul-
taneously, the other terms in the functional act to reduce by as much as is possible the
mutual-inductance with other coils and any torques, M, that might otherwise be caused by
energising the coil in an intense magnetic field, B0.
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U =
1
2
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S
(fnxx+ fnyy)dS (5.41)

where W (rk) is a weighting function that can be set by the user to artificially adjust
the spatial dependence of the accuracy with which the magnetic field is generated by the
coil. It can be set to W (rk) = 1 if a spatially varying weighting is not required. Boff,z

is a field offset parameter that is obtained as a solution in the minimisation and may or
may not be included in U . It allows a uniform field offset to be present in the resulting
magnetic field and can become useful when dealing with highly asymmetric coil designs.
The second and third terms of Eq.(5.41) are the self-inductance and power minimisation
terms with their associated weightings, α and β. The fourth term is used to minimise the
mutual-inductive coupling between C other coils using the Lagrange multipliers, λc, for
each coil, c. λpx, λpy, λpz are Lagrange multipliers for the pth surface and δn∈p term is
equal to 1 if the node n belongs to the pth surface, and 0 if it does not. This allows torque
minimisation on any number of surfaces, but in this work we simply minimise the torque
of the whole surface, i.e. P = 1. Any combination of trade-off parameters may be included
or excluded, but there needs to be at least one parameter other than the field error term
since a system of equations which contains this term is overdetermined and has an infinite
number of solutions.

5.2.9 The Matrix Equation

The minimum of the functional, U , is identified by differentiating it with respect to each
variable that is to be found (i.e. the In values, Boff,z, and the Lagrange multipliers, λ) to
form a linear system of equations. The first N ′ equations in the system result from setting
the partial differential of the functional with respect to each of the stream-function values,
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Im, equal to zero, i.e. ∂U
∂Im
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, m = 1, . . . , N (5.42)

Where λ̃ is a Lagrange multiplier combined with the static magnetic field strength, B0.
The rest of the system of equations is created by setting the partial differentiation of the
functional with respect to the other variables equal to zero (i.e. ∂U

∂Boff,z
= 0, ∂U

∂λc
= 0,

∂U
∂λ̃px

= 0, ∂U
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= 0, ∂U
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(5.43)

N ′∑
n=1

Lcn(r)︸ ︷︷ ︸
Lc

In = 0, c = 1, . . . , C (5.44)
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(
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S
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︸ ︷︷ ︸
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(
δn∈p′

∫
S
fnxzdS

)
︸ ︷︷ ︸

TB

In = 0, p′ = 1, . . . , P (5.46)
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N ′∑
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(fnxx+ fnyy)dS

)
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TC

In = 0, p′ = 1, . . . , P (5.47)

This linear system of equations (5.42) to (5.47) can be consolidated into a matrix equa-
tion,

ZI = b. (5.48)

As an example of how to construct the matrices Z, I, and b for minimisation using Eq.
(5.48), a one surface (P = 1) X-gradient coil is considered, and the matrix equation is then
constructed
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(5.49)

Equation (5.48) is inverted to find I which contains the stream functions values, In,
from which the stream-function, ψ(r′), can be found from Eq. (5.3). Figure 5.9 shows the
stream-function, ψ̂(r′), (normalised to unity since its scale is unimportant at this stage) for
an X-gradient coil plotted over the cylindrical surface geometry. This particular solution
was obtained using, α = 9× 10−8 and β = 0 (i.e. no power minimisation).

5.2.10 Calculation time

Calculating the Lmn, Rmn, cn(rk) matrices and the Lcn and M vectors can take a consider-
able amount of time. The calculation time for these matrices is dependant on the detail of
the discretisation, and has a power law relation to the number of nodes, N , in the surface
(the calculation time for cn(rk) is also related to the number of target field points, K). Fig-
ure 5.10 is a logarithmic graph of the relation between N and the time it takes to calculate
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Figure 5.9: The normalised stream-function, ψ̂(r′), plotted over the surface for a cylindrical
X gradient coil.

the Lmn matrix on an AMD Opteron 2.2GHz processor with 4GB RAM available. The
Lmn matrix generally takes the longest time to calculate and for large N and K usually
takes about half of the whole calculation time depending on the N : K ratio, N , and the
proportion of the calculation that is performed by Gauss-Legendre quadrature (§ 5.2.4) or
its approximation (Eq. 5.38).

5.2.11 User-Defined Parameters and Engineering Constraints

Apart from the geometrical constraints on the system, there are electromagnetic and engi-
neering constraints that must be considered in order to design a buildable coil that performs
satisfactorily. Once the matrices have been calculated they need not be recalculated when
changing the user-defined parameters in designing a coil. The first user-defined input to
consider is the target magnetic field. In this work we chiefly, but not exclusively, focus our
attention on the design of gradient and shim coils which have magnetic fields that conform
closely to low-order spherical harmonics (see § 2.2). In this way the target field values can
be simply assigned according to the type of gradient or shim that is to be designed and the
positions of target points.

After the target field, the most important user-defined parameters are α and β; the self-
inductance, and resistance trade-off parameters. Figure 5.11 shows a logarithmic plot of the
figure of merit (FOM= η2

L ) and max(∆Bz) as α and β are varied illustrating the trade-off.
It shows that the FOM is higher for the self-inductance minimised solutions, although it
should be noted that the resistance is lower for the resistance mimimised solutions. It is
these variables that allow the user to control the properties of the resulting coil design based
on any combination of the following common electromagnetic, and engineering constraints:
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Figure 5.10: The calculation time for the Lmn matrix for different numbers of surface nodes
with a regression line corresponding to t = 0.0124n1.7s.

(A) the magnetic field error, ∆Bz(rk), at any point within the ROU must not exceed a
maximum value (e.g. ∆Bz(rk) ≤ 5%),

(B) the self-inductance, L, of the coil must be lower than a prescribed value to allow fast
switching of the coil (e.g. L ≤ 100µH),

(C) the torque must be reduced to a value close to zero (|M| ≈ 0),

(D) the magnetic field leakage onto the nearest conducting surface must not exceed a
certain amount (e.g. BS

z (r) ≤ 1µT),

(E) the resistance, R, of the coil must not exceed a specified value, so as to ensure that
heating of the coil is not excessive (e.g. R ≤ 1Ω). This is particularly important for
small coils with low L, but high R because of their thin wires.

(F) the spacing between the closest wires of the coil, min(∆w), is greater than the diameter
of the wire used to build the coil (e.g. min(∆w) ≥ 3mm),

The other user-defined variable is the weighting vector, W (rk), which controls the im-
portance placed on the accuracy of the magnetic field produced at each point k. This
provides many degrees of freedom, and in this work we have primarily used it to adjust the
shielding emphasis. This is simply done by setting W (rk) = 1 if the point rk lies in the
ROU, and W (rk) = γ if it lies in the shielding region. γ is therefore a user-defined trade-off
parameter that controls the amount of active shielding the coil provides. The values of
W (rk) can also be set to glean every last bit of performance from a particular coil design.
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Figure 5.11: The FOM and max(∆Bz) values as α and β are varied from 1 × 10−10 to
1 × 10−5 and 1 × 10−11 to 1 × 10−6, respectively. These values are calculated from the
continuous current density.

Decreasing W (rk) for target points that, by virtue of their position, are easily matched to
the target field allows some slight extra self-inductance or resistance reductions without
exceeding the homogeneity constraints.

5.3 Solving the Forward Problem

Once the solution to the inverse problem is found, together with the discretised geometry,
the In values wholly define the electromagnetic system. It is a simple task to find the mag-
netic field at the positions defined by the rk values, the self-inductance, mutual-inductance,
resistance, and torque of the coil simply by multiplying the appropriate matrices by the so-
lution vectors using Eqs. (5.11), (5.16), (5.21), (5.26), (5.31), (5.32) and (5.33) respectively.

5.3.1 Wire Paths

Figure 5.12 illustrates how the stream-function is contoured to produce the wire paths for
the coil design. This is a 1D example of a theoretical stream-function which has been
contoured with 10 contour levels. If ψmax and ψmin are the maximum and minimum values
of the stream-function, and Ncont is the number of desired contour levels (i.e. Ncont = 5 in
Fig. 5.12), the nth contour level, ψCn, lies at
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ψCn = ψmin +
(2n− 1)(ψmax − ψmin)

4Ncont
(5.50)

The position of the wires are mapped onto the z-axis as shown by the red and blue
arrows. The wires indicated by blue arrows flow in the opposite direction to the current in
the red wires because the gradient of the stream-function in negative.

Figure 5.12: A 1D example of how the stream-function is contoured to give the wire paths
for the coil design.

5.3.2 3D Contouring

When using arbitrary 3D geometry ψ(r′) needs to be contoured in 3D. This is done here by
considering each element in turn by transforming it to (u, v) space as in the Gauss-Legendre
quadrature method (§ 5.2.4). The coordinate transform is given in Eq. (5.35). The values
of the stream-function at the corners of the triangle, t, (ψt1, ψt2, ψt3) are used to define a
plane of the stream-function in the triangle in (u, v, ψ) space. The intersection of this plane
with planes of constant ψ, representing the contour levels, ψCn, gives the equation of the
lines of the wires in that triangle,

r =


0(

ψt3−ψCn
ψt3−ψt2

)
ψCn

+ s

ψt2 − ψt3

ψt1 − ψt3

0

 (5.51)

where the value of s defines where on the line r is. The portion of these lines that are
within the u and v limit of the unit triangle are the wire paths of that triangle as shown in
Fig. 5.13. When this process is carried out for all the triangular elements and transformed
back into (x, y, z) space with the inverse of the coordinate transform, the result is the wire
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Figure 5.13: One element transformed into parametric (u, v, ψ) space which intersects with
2 contour levels ψC1 and ψC2.

paths of the coil design. Care must be taken to ensure the correct current flow direction
of each wire element. Figure 5.14 a) shows the wire paths for a cylindrical X-gradient coil
obtained by contouring the stream function shown in Fig. 5.9 in 3D.

5.3.3 Wire Spacing

The minimum wire-spacing is often an engineering constraint which must be compatible
with either the width of the wire with which the coil will be wound, or the width of the
cut that is made when etching the wire-paths out of copper plate. Therefore, the minimum
wire spacing of the coil design is of great importance. The minimum wire spacing is simply
found by calculating the distance from one wire to the next in each element, taking care
not to consider wire elements on the same contour level.

Increasing β in the functional used for optimisation (Eq. (5.41)) acts to minimise the
maximum value of the current density by minimising |J(r′)|2. Therefore, using power min-
imisation increases the minimum wire spacing to a greater extent than self-inductance min-
imisation for the same trade-off in field accuracy.

5.3.4 Properties of the Coil Wire-Paths

The wire-paths of the coil as generated by the contouring algorithm completely define the
coil in a realistic manner, since coils are usually constructed based on these wire-paths. We
can therefore use the wire-paths to calculate realistic properties of the coil. The efficiency, η
is found by invoking the Biot-Savart law, Eq. (4.1), with Ia = 1A flowing in the wires, and
calculating the field at the target field points, rk. Performing a fit of these data, Bz(rk),



CHAPTER 5. IBEM COIL DESIGN 82

Figure 5.14: a) Wires of an IBEM-designed X-gradient coil (red wires indicate reversed
current flow with respect to blue) and b) contours of the magnetic field generated by the
coil with 2µTA−1 contour spacing (thin green), overlaid with the ∆Bz(r) = 5% contour
(thick red). The wires are also shown that cross into, ⊗, and out of, ⊙, the contour plane.

with the target field values, Bt
z(rk), yields η from the solution of

||Bt
z − ηBz|| = 0 (5.52)

where Bt
z is a vector of target field values, and Bz is a vector of magnetic field per unit

current values calculated using the same target points with the Biot-Savart law.
The self-inductance, L, and the resistance, R, both vary as the square of the efficiency

so a realistic estimate of the self-inductance of the coil can be found by multiplying the
output of Eq. (5.16) by η2. The resistance can also be calculated in a similar manner,
but the resulting value is likely to be unrealistic because the resistance is sensitive to the
cross-section of the wire used in construction of the coil.

Using the Biot-Savart law also provides a convenient way to check that the discrete
wire-paths faithfully represent the continuous current density on the surface. Using Eqs.
(4.3) and (5.11) gives the field deviation, ∆Bz(rk), for each of the K target points. This can
be compared to the field deviation calculated from the field generated by the 1A energised
coil using

∆BBS
z (rk) =

|BBS
z (rk)− ηBt

z(rk)|
max(η|Bt

z(rk)|)
× 100 (5.53)

where BBS
z (rk) is the magnetic field at rk found by Biot-Savart summation over the

wire-paths. Any significant discrepancy between ∆Bt
z(rk) and ∆BBS

z (rk) the two field
deviation measures indicates that the number of contour levels of the stream-function needs
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to be increased. More contours clearly make the minimum wire spacing less, which is an
engineering constraint.

5.3.5 Torque Calculation

The torque generated by the coil may also be calculated from its wire-paths. This is simply
achieved using Eq. (4.4) and summing over all wire-path elements. Checking this value pro-
vides a final check to indicate whether any large and potentially dangerous turning forces
may be exerted when the coil is energised in a high-field environment. For symmetric coils
such as the one shown in Fig. 5.14, the torque is intrinsically balanced. The optimum,
torque-balanced solution for an asymmetric coil is different to the optimum, non-torque-
balanced solution. Therefore, imposing torque-balancing can detrimentally affect the prop-
erties of asymmetric coils but not symmetric ones. This effect can be severe and it may be
impossible to design a physically realisable, highly asymmetric coil with torque-balancing.

The X-gradient coils shown in Fig. 5.15 illustrate the effect of torque-balancing on the
wire-paths of a coil similar to that in Fig. 5.14 but with the conducting surface shifted by
z = −0.15m relative to the target field region. The magnitude of the torque vector, |M|,
for the non-torque-balanced coil, a), is 2 NmA−1T−1, compared to 0.014 NmA−1T−1 for
the torque-balanced coil, a), a factor of 143 decrease. The residual torque in the torque-
balanced coil is mostly due to the discretisation of the continuous current density into
wires. η2

L , decreases from 6.8 × 10−5 to 5.3 × 10−5 T2m−2A−2H−1 when torque-balancing
is imposed, and min(∆w) is decreased from 6.4 to 3.9 mm.

Figure 5.15: Wires of an asymmetric IBEM-designed X-gradient coil (red wires indicate
reversed current flow with respect to blue) a) without and b) with torque-balancing.
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5.3.6 Impedance Extraction

FastHenry c© [96] is a multipole-accelerated impedance extraction program that takes the
wire-paths and their thicknesses and models the electrical impedance of the coil. It is
capable of modelling skin depth effects at any driving frequency and can cope with multiple
circuits, but here only a DC current in one circuit is used. FastHenry is a reliable tool
for predicting the inductance and resistance of a coil design; the value it returns for the
inductance of the wire-paths is usually a little higher than the value computed by scaling
the value obtained from Eq. (5.16) by η2.

5.3.7 Mutual-Inductance Minimisation

Figure 5.16 illustrates the effect on a coil design when the mutual inductance term is em-
ployed in the optimisation functional Eq. (5.41). Mutual-inductance minimisation is useful
when coils have reduced symmetry, since symmetric cylindrical coils are orthogonal to one
another and therefore naturally have zero mutual inductance. Coils will also tend to couple
if they have a similar form of target field. To demonstrate this, a torque-balanced, asym-
metric X-gradient (coil A) with a radius of 0.5 m is shown in Fig. 5.16 a) (similar to the
coil shown in Fig. 5.15 b)). Around this a Z2X shim coil (coil B) {n = 3,m = 1} is
designed on a symmetric cylinder with radius 0.65m b) without and c) with the introduc-
tion of mutual-inductance minimisation with the asymmetric X-gradient. There are clear
differences between the two shim coils. The gradient and shim coil wire-paths for each case
were passed to FastHenry c© for calculation of the impedance matrix for the 2 circuit system.
Equation 5.54 shows the inductance matrix for the coils a) and b) in Fig. 5.16 and Eq.
5.55 is for a) and c), highlighting the reduction in mutual-inductance that is achieved by
including this term in the optimisation. Differences between MAB and MBA values (the-
oretically MAB = MBA) and residual mutual-inductances in Eq. (5.55) are thought to be
due to numerical calculation errors and approximating the continuous current density by
wire paths respectively. (

LA MAB

MBA LB

)
=

(
166 3.7
3.9 232

)
µH (5.54)

(
LA MAB

MBA LB

)
=

(
137 −0.29
−0.17 208

)
µH (5.55)

Mutual-Inductance minimisation reduces the number of solutions available in the same
way as the torque-balancing and therefore reduces the FOM for asymmetric coils. For the
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Figure 5.16: a) an asymmetric IBEM X-gradient coil and Z2X shim coils b) without and c)
with mutual-inductance minimisation (red wires indicate reversed current flow with respect
to blue).

shim coils in Fig. 5.16 b) and c) the FOM is reduced from 1.24 × 10−6 to 0.95 × 10−6

T2m−6A−2H−1 for the same max(∆Bz(rk)), when the mutual inductance is minimised.



Chapter 6

Examples of IBEM Coil Design

In this chapter, several examples of coils designed with the inverse boundary element method
(IBEM) described in the previous section (§ 5) are given. There are examples of gradient
coils (those with target magnetic fields that conform to the shape of 1st order spherical
harmonics), shim coils (those that conform to the shape of any other spherical harmonics)
as well as other coils with target magnetic fields that are not spherical harmonic in form. For
each example the motivation for the work is given, the electromagnetic problem is described
and the pertinent results are presented and discussed, where possible in comparison to
previous work by other authors. The properties of all the coils in this chapter, as well as all
other chapters, are described in full in Appendix A for ease of comparison. The gradient
coil designs described in § 6.1, 6.3, 6.4, and the coil in § 6.12 have recently been published
[187].

6.1 Shoulder-Slotted Head Gradient and Shim Set

The first IBEM coil design example is an insertable, three-axis gradient coil set equipped
with a shielded Z0 coil and all 2nd order shim coils. The aim was to produce a strong, head
gradient and shim coil set with low inductance for fast current switching as required by
dynamic shimming [66–68] (see § 3.2.6).

6.1.1 Geometry

This coil set was designed for head imaging on Philips Achieva 3 T and Intera 7 T systems
as well as on the 3 T system built at Nottingham University. Therefore, it must fit inside the
bores and around the head RF coils of these three systems. The geometrical consequences
are that the 800 mm long cylindrical coil surfaces must have diameters between 390 mm
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and 450 mm, and therefore the shoulders of the subject must be accommodated by the
design. Two rectangular sections of 150 mm width and 220 mm length were removed from
either side of the otherwise cylindrical surfaces providing two slots ending 180 mm from the
isocentre in which the shoulders of the subject can be accommodated. Figure 6.1 shows the
geometry of the current carrying surfaces. The region of uniformity (ROU) used to define
the target magnetic field variation Bt

z(rk) is a 160mm diameter spherical volume (DSV).
The X-, Y-, and Z-gradient coils are designed on 410, 416, and 422 mm diameter surfaces
respectively. The 2nd order shim coils, X2-Y2, XY, Z2, ZX, and ZY, have 428.7, 430.1,
431.5, 432.9, and 434.3 mm diameters respectively. The shielded Z0 shim was not designed
using the IBEM, but with the finite-length sinusoidal basis-function method (see § 4.4.8), on
180 mm long cylinders with 397.5 and 435.7 mm primary and shield diameters respectively.

Surfaces were generated in Matlabr (The Mathworksr Inc., Natick, MA, USA) using
“DistMesh - a simple mesh generator in Matlab” [207]. This code generates a 2D mesh
within specified boundaries using Delaunay triangulation [208] and force minimisation to
make the side lengths of each element approximately the same. The circular boundary
condition for the cylinder in the φ-direction was imposed by making the nodes at φ = ±π
the same and including elements from both positive and negative φ.

Figure 6.1: Geometry of one surface of the shoulder-slotted, head gradient and shim coil
set. The surface boundary is shown in black and the blue triangles represent the elements
of the discrete surface. The central sphere is the ROU.
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6.1.2 Coil Design Results

All coils were designed to have an inhomogeneity, ∆BROU
z ≤ 5%, an inductance, L . 100µH

and a wire spacing, ∆w ≥ 3 mm. The wire-paths of the X-, Y-, and Z-gradient coils are
shown in Figs. 6.2 (a), (c), and (e), while (b), (d), and (f) are contour plots of the
magnetic field, Bz(rk), generated by the X-gradient coil in the y = 0 plane, by the Y-
gradient coil in the x = 0 plane and by the Z-gradient coil in the y = 0 plane, respectively.

The wire-paths of the 0th and 2nd order shim coils are shown in Fig. 6.3. When designing
the X2-Y2 shim coil it was found that while most turns formed complete loops confined to a
limited range of azimuthal angles, two loops ran round the coil circumference azimuthally.
The resulting coil design would be difficult to build so to make construction easier, the
stream-function, ψ, was forced to zero along 4 lines of constant φ (φ = ±π/4,±3π/4),
thereby forcing all wires to form closed loops within their own quadrant. The effect of these
extra constraints can be seen in Fig. 6.3 e) where no wires cross the y = x or y = −x
planes.

Table 6.1 lists the theoretical efficiencies, η, inductances, L, resistances, R, and FOMs,
η2/L, of the shoulder-slotted gradient and shim coils. A more complete collection of coil
parameters are given in Appendix A.

Coil
Efficiency, η Self-Inductance, L Resistance, R FOM, η2/L
(µTm−nA−1) (µH) (mΩ) (T2m−2nA−2H−1)

Z0 9.4 - (36.9) 115 1.84×10−6

Z 121.2 51.8 (53.1) 51 2.84×10−4

X 99.7 60.3 (63.7) 80 1.65×10−4

Y 119.0 62.3 (54.9) 69 2.27×10−4

Z2 358.0 32.9 (44.7) 53 3.90×10−3

ZX 360.7 66.3 (57.0) 90 1.96×10−3

ZY 411.4 77.2 (69.0) 85 2.19×10−3

X2-Y2 181.0 82.8 (86.8) 98 3.96×10−4

XY 252.0 108.4 (108.6) 109 5.86×10−4

Table 6.1: Efficiencies, η, inductances, L, resistances, R and FOMs of the shoulder-slotted,
insert head gradient and shim coil set. L values in brackets and R values were simulated in
FastHenry c© using 3 mm diameter circular cross-section wire.

For comparison, the gradient and 2nd order shim coils were also designed using the
symmetric finite-length, slack method described in § 4.4.8 using the same design criteria; 180
mm length from patient end to isocentre, ∆Bz(r) ≤ 5%, L . 100µH and min(∆w) ≤ 3 mm.
η2/R was maximised because this increases min(∆w) to a greater extent than maximising
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Figure 6.2: Wires of the IBEM-designed, shoulder-slotted a) X-, c) Y- and e) Z-gradient
coils (red wires indicate reversed current flow with respect to blue) and b), d) and f)
contours of the magnetic field generated by the coil with 1µTA−1 contour spacing (thin
green lines), overlaid with the ∆Bz(r) = 5% contour (thick red line) and the ROU (orange
region). The wires are also shown that cross into, ⊗, and out of, ⊙, the contour plane.
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Figure 6.3: Wires of IBEM, shoulder-slotted a) Z0, b) Z2, c) ZX, d) ZY, e) X2-Y2 and
f) XY shim coils (red wires indicate reversed current flow with respect to blue). Only the
z < 0 portion of the Z0 primary and z > 0 portion of its shield are shown.
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η2/L, and satisfying the minimum wire spacing constraint for short coils while maintaining
a reasonable η is difficult. The X-, Y- and Z-gradient coils were designed on 360 mm
long cylinders with 205, 208 and 211 mm radii respectively. It was possible to design the
three coils to satisfy all the constraints. The FOMs for the short, cylindrical X-, Y- and
Z-gradient coils are 7.1×10−5, 6.4×10−5 and 3.0×10−4 T2m−2A−2H−1 respectively. The
FOM for the X- and Y-gradient coils are just 46% and 25% of the FOM of the shoulder-
slotted equivalents. The η2/L FOM of the Z-gradient coil is actually 7% higher than its
shoulder-slotted equivalent. This is not unexpected as most of the wires in the slotted coil
appear superior to the slots in the region of the coil surface spanned by the slack design.

The FOMs of the ZX, ZY, X2-Y2 and XY shim coils were increased by 0%, 14%, 27%
and 103% by incorporating the shoulder slots into the design of the 2nd order shim coils.
The amount of increase in the FOM is related to the degree to which the shoulder slots
impinge on the natural form of the wire-paths for each type of coil. It was found to be
impossible to design a Z2 shim coil with such a short length, and few turns that satisfied
the design constraints.

The FOM of the X-gradient is significantly, 40%, lower than that of the Y-gradient.
This is because the position of the shoulder slots impinges on the location where the return
paths of the loops of the X-gradient naturally lie. The π/2 rotation about the z-axis of the
Y-gradient coil with respect to the X-gradient means that the shoulder slots lie in a region
of naturally few wires. This effect can be seen in the wire-paths of the X- and Y-gradient
coils shown in Fig. 6.2 a) and b). It is also true that the FOM of the ZX shim coil is
11% lower than that of the ZY shim, and the FOM of the X2-Y2 shim is 54% lower than
that of the XY shim. These lower FOM are a result of the shoulder slots being positioned
in the same place as the return paths for the loops of those coils (although some of the
FOM reduction in the case of the X2-Y2 can be attributed to the additional constraints
on the stream function that were used to reduce the complexity of construction). It can
also be observed, from Fig. 6.2 e), that the presence of the shoulder slots does not impinge
dramatically on the wire-paths of the Z-gradient coil, implying that is easier to design a
short Z-gradient coil than a transverse gradient coil, which is borne out by the similarity
between the FOMs of the shoulder-slotted and short, cylindrical Z-gradient coils.

6.1.3 Building the Coil Set

The gradient and shim coil set was constructed at Magnex Scientific Ltd. (Now part of
Varian Inc., Yarnton, Oxon., UK). With the exception of the Z0 shim coil, all the coils
were built by cutting wire paths out of sheet copper. The wire-paths generated in Matlabr
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were turned into 2D CAD drawings for a flat sheet. A garnet abrasive water-jet computer
numerical controlled (CNC) cutting machine was then used to make spiral cuts in the copper
plates so as to produce the wire-paths. The cut copper sheets were then bonded to a backing
of glass-reinforced plastic (GRP) and rolled to the correct radius of curvature. The gradient
coils were cut from 2.0 mm thick copper plate while the shim coils were formed from 0.4
mm plate. The Z0 shim was hand-wound with 1.9 mm diameter copper wire. All the coils
were assembled onto a GRP former (shown in Fig. 6.4 a)) with integral water cooling and
a thermocouple temperature sensor and then potted in a Bisphenol-based resin (Grilonitr,
Ems-Primid, Domat/Ems, CH) for rigidity. The Z-gradient and the Z2 shim coil had to be
made out of two copper plates (since the manufacturing process is not capable of rolling a
single copper plate to make a full cylinder) and therefore connections had to be soldered
between the plates to ensure correct current flow throughout the coil. If any of the coil
designs exhibited small (those with a width approximately the equal to the width of the
copper tracks), isolated loops of wire, such as those on the X2-Y2 shim coil, they were
omitted from the final design (compare Figs. 6.3 e) and 6.4 c)) because their effect on the
magnetic field is small while their presence increases the complexity of construction. The
image in Fig. 6.4 d) is of the finished shoulder-slotted gradient and shim set.

6.1.4 Testing the Coil Set

The electromagnetic properties of the gradient and shim coil set were measured and com-
pared to the theoretical values. Table 6.2 details the theoretical, simulated (using FastHenry c©

[96]) and measured self-inductances, L, and resistances, R, of the coils. The coils were also
tested for homogeneity and efficiency using a fluxgate magnetometer (Bartington Instru-
ments, Witney, Oxon., UK) to measure the magnetic field over 7 axial planes with 24 points
on each plane over the surface of the 160 mm DSV, which formed the design ROU. The
theoretical and measured (by magnetometer and MRI) efficiency, η, of each of the coils and
their principal spherical harmonic impurity components are given in Table 6.3. The spher-
ical harmonic impurities are measured relative to a 1 T uniform field. The orthogonality of
the X- and Y-gradient coils was measured to be 90.3◦.

Figure 6.5 shows axial, sagittal and coronal slices taken from an axial multi-slice image
data set obtained using the shoulder-slotted gradient coils acquired with 4 mm isotropic
resolution on the Nottingham-built 3T scanner. These gradient-echo, echo-planar images
have an echo time of 40 ms.

Using a phantom of known size, the strengths of the 3 gradient coils can be estimated
knowing the properties of the scanner. With the switched gradient in the x-direction op-
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Figure 6.4: The shoulder-slotted, insertable gradient and shim coil set at various stages
of manufacture; a) the Z0 shim primary coil being wound onto the GRP former, b) the
Y-gradient coil layer, c) the X2-Y2 shim layer and d) the finished article.

erating in resonant mode for EPI acquisition means that the x-resolution, ∆x, is given
by

∆x =
π2

γηxIxτ
(6.1)

where γ = 267.5 × 106 s−1T−1 is the gyromagnetic ratio, ηx is the efficiency of the
X-gradient coil, Ix is the current in the X-gradient and τ is the length of one lobe of
the sinusoidal gradient waveform, which is τ = 472 ± 5µs since the switched gradient is
operating in resonant mode at 1.06± 0.01 kHz. A voltage of 2.5± 0.1 V was applied across
the X-gradient coil implying a maximum current of 150 ± 6 A in the coil. ∆x is worked
out from the fact that the 195 ± 5 mm diameter agar phantom occupied 46 ± 1 slices of
the 3D EPI data set implying ∆x = 4.2 ± 0.2. Using Eq. (6.1) with these values gives
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Figure 6.5: a) Axial, b) sagittal and c) coronal slices of an EPI image acquired with the
shoulder-slotted gradients at 3T .

ηx = 125 ± 12µTm−1A−1. Altering the switched gradient to the y-direction allows the
measurement of the efficiency of the Y-gradient coil by the same means, giving a value of
ηy = 115 ± 12µTm−1A−1 (since Iy = 156 ± 6 A, τ = 516 ± 5µs and the agar phantom
occupies 49± 1 slices).

Estimating the efficiency of the Z-gradient involves a similar calculation

∆z =
∆ω
γηzIz

(6.2)

where ∆ω is half the bandwidth of the RF pulse which is known to be ∆ω = 10700±100
Hz and Iz = 84± 6 A. Since there appears to be signal in 48± 1 slices and ∆z = 4.0± 0.2
mm the Z-gradient efficiency is estimated to be ηz = 120± 13µTm−1A−1.

The magnetic fields generated by the shim coils were mapped at 3T with the same 200
mm diameter, spherical agar phantom and the EPI-based field mapping method shown in
Fig. 2.16. For each shim coil a field map is shown in Fig. 6.6 in the relevant central plane
(e.g. in the y = 0 plane for the ZX shim) and below each map is shown the spherical
harmonic fit used to estimate the efficiency, η, of the coil. The position of the isocentre of
the shim coil set is required for fitting the measured field maps to their perfect spherical
harmonic. This is done by iteratively translating the spherical harmonic fitting field until
the RMS difference between the fit and the measured field is minimised. The shim coil
efficiencies as measured by this field mapping technique are given in Table 6.3.

6.1.5 Discussion

Here we have demonstrated that the IBEM method allows the design of gradient and shim
coils on asymmetric surfaces. Bringing the surface in closer to the head increases the
strength of these coils since η ∝ a−2 for gradient and η ∝ a−3 for 2nd order shim coils. The
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Coil
Self-Inductance, L (µH)

Theoretical Simulated Measured

Z0 - 36.9 54.6
Z 51.8 53.1 43.8
X 60.3 63.7 57.9
Y 62.3 54.9 52.7
Z2 32.9 44.7 29.8
ZX 66.3 57.0 64.5
ZY 77.2 69.0 64.4

X2-Y2 82.8 86.8 70.7
XY 108.4 108.6 98.6

Table 6.2: Theoretical, simulated and measured inductances of the shoulder-slotted, insert
head gradient and shim coil set. Simulated values were obtained using FastHenry c© using 3
mm diameter circular cross-section wire.

Coil

Theoretical, Measured Impurities
(magnetometer) and

Measured (MRI) Efficiency, #1 #2 #3 #4
η (µTm−1A−1) (ppm) (ppm) (ppm) (ppm)

Z0 9.41, 9.66, 9.79 Z2 = -3.3 Z6 = 2.3 Y = 2.2 Z4 = 2.0
Z 121.2, 121.8, 116 Z6 = -25.9 Z3=-12.0 Z5=-7.9 Z2=-5.2
X 99.7, 100.9, 121 Y=5.2 Z2X=3.1 ZX = 2.4 Z4=2.1
Y 119.0, 121.4, 101 Z2Y=5.0 ZY = 4.2 X=-3.6 Z5=-3.0
Z2 358.0, 357.6, 374.7 Z5=-3.8 Z=3.1 Y=1.5 X=1.4
ZX 360.7, 373.0, 391.4 X=-5.3 Z6=3.9 Y=2.4 Z4Y=-1.8
ZY 411.4, 414.8, 439.5 Y=9.5 Z5=-1.6 Z6=1.5 Z2 =-1.4

X2-Y2 181.0, 182.7, 211.6 Z5=-2.5 Z2=-2.1 X=1.9 Z=-1.4
XY 252.0, 253.3, 283.6 Y=2.1 Z6=1.8 ZX=-1.6 Z3X=1.1

Table 6.3: Theoretical, magnetometer- and MRI-measured efficiencies of the shoulder-
slotted, insert head gradient and shim coil set and the first four spherical harmonic im-
purities measured with the magnetometer, in ppm of 1 T.
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self-inductance is also reduced as L ∝ a. Reducing the radius means that the shoulders
of subjects must be accommodated for, in this case by removing rectangular slots in the
otherwise cylindrical surface. η and ∆Bmax

z (rk) of each coil matches well with the theo-
retical values calculated using Biot-Savart, Eq. (4.1). However, there is some discrepancy
between the theoretical and measured self-inductances, particularly for the Z2 shim coil.
This discrepancy is thought to originate in the method of manufacture. The current car-
rying conductors forming the coil are of widely varying width (∼ 3 to 25 mm) whereas
the theoretical inductance values were obtained using FastHenry c© assuming 3mm diameter
cross-section wires. Also, the model did not include interconnects that pass current from
one loop to another and into and out of the coils, or soldered joints. These modelling dif-
ferences are likely to be the cause of the inductances being considerably different to their
simulated values.

This coil set is intended to be used to implement dynamic shimming, and has been shown
to have self-inductances low enough to allow the shim coil current to be varied on a time-
scale that will make this feasible (. 100µs). Due to the highly restricted space available for
coils however, all but the Z0 shim coil are unshielded. This means that imaging may suffer
due to eddy currents from switching the gradient coils. The small radii of these coils may
however aid the reduction of eddy currents in the cryostat of the superconducting magnet
since B(r) ∝ |r− r′|−2. Also, eddy currents generated when switching the shim coils have
been shown to be a limiting factor for dynamic shimming [209]. The problems associated
with unshielded and poorly shielded coils may be mitigated by pre-emphasising [92, 93] the
gradient and shim waveforms (see § 3.3.1). Otherwise it may be possible to retro-fit shield
coils (see § 6.9) to the set providing they can be accommodated within the bore of the
magnet.

The EPI image data in Fig. 6.5 obtained at 3T with a 4 mm isotropic resolution compare
well with similar EPI images obtained with a different set of gradient coils. It appears that
the eddy currents resulting from the lack of shielding have little detrimental effect in the
images. It can be seen from the field maps of the shim coils in Fig. 6.6 that there is
good agreement between the measured field maps and their spherical harmonic fits. Some
discrepancies are caused by the Nyquist ghost, present in the echo-planar images used for
field mapping as can be seen in Fig. 6.6 h), some arise from noise in the NMR signal, some
from imperfect shimming leading to image distortion and some from the difference between
the forms of the scanned and spherical harmonic fields. The MRI-measured efficiencies of
the 0th and 2nd order shims in Table 6.3 agree reasonably well with the values measured with
the magnetometer. The differences between these values are thought to arise from the error
in the estimated image resolution. The efficiency values calculated for the gradient coils
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are less trustworthy, because there are more sources of error in their measurement. Despite
this they are in reasonable agreement with the values measured using the magnetometer.
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Figure 6.6: Greyscale images showing the magnetic field generated in the central plane of
the 160 mm DSV ROU by passing 1 A through the a) Z0, b) Z2, c) ZX, g) ZY, h) X2-Y2
and i) XY shim coils. Directly below them, d), e), f), j), k) and l), are the spherical
harmonic fits to the measured field maps. For the Z0 field map and its fit, black to white
corresponds to -10 to 10 ppm, and for all the other shim coils black to white represents -5
to 5 ppm of 1T.



CHAPTER 6. EXAMPLES OF IBEM COIL DESIGN 99

6.2 Dome Gradient Coils

Following the design of hemispherical gradient coils [177], Leggett et al. used an approach
similar to the finite-length coil design methods in § 4.4.6 to design highly efficient head
gradient coils wound on a hemispherical surface with a short, cylindrical extension [178].
However, the finite-length basis-function formulation used means that the stream-function
must be forced to a particular value at the interface between the hemisphere and cylinder.
Here we demonstrate the improvement in performance that can be achieved by removing
this constraint via use of the IBEM in designing coils.

6.2.1 Geometry

Figure 6.7 shows the geometry of the surfaces used by Leggett et al. [178]. The X-, Y-
and Z-gradient coil surfaces are hemispheres with 115 mm long cylindrical extensions with
172, 184 and 195 mm radii respectively. The ROU is an oblate spheroid with 155 mm x-
and y-diameters and 117 mm z-diameter centered 190 mm from the open end of the coil
surfaces.

Figure 6.7: The geometry of the dome X-, Y- and Z-gradient coils, where the yellow ovoid
is the ROU.

6.2.2 Results

A torque-balanced X-gradient coil was designed to have ∆w ≥ 3 mm, ∆BROU
z ≤ 5% and

the highest possible FOM. The coils wire-paths are shown in Fig. 6.8 a) alongside a contour
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plot in the y = 0 plane of Bz(x, 0, z). Table 6.4 details the properties of these coils, and
Appendix A presents a more comprehensive list of properties. The FOMs for the IBEM
X- and Y-gradient coils are 120% and 36% larger and the Z-gradient is 7% lower than the
previous coils [178]. There is little difference in the FOM of the Z-gradient coil since the
stream-function is symmetric in φ and therefore forced to be constant over the boundary
between the hemispherical and cylindrical surfaces.

Figure 6.8: a) Wires of the IBEM-designed dome X-gradient coil (red wires indicate re-
versed current flow with respect to blue) and b) contours of the magnetic field generated by
the coil with 10µTA−1 contour spacing (thin green lines), overlaid with the ∆Bz(r) = 5%
contour (thick red line) and the ROU (orange region). The wires are also shown that cross
into, ⊗, and out of, ⊙, the contour plane.

Coil
Efficiency, η Self-Inductance, L Resistance, R FOM, η2/L
(µTm−1A−1) (µH) (mΩ) (T2m−2nA−2H−1)

X 356 48.5 (50.1) 48 2.62×10−3

Y 304 54.0 (56.1) 52 1.65×10−3

Z 333 99.3 (96.2) 60 1.15×10−3

Table 6.4: Theoretical efficiencies, inductances, resistances and FOMs of the IBEM-designed
dome gradient and shim coil set. L values in brackets and R values were simulated in
FastHenry c© using 3 mm diameter cirular cross-section wire.

If the inductance is low enough, then using resistance minimisation only permits an
increase in the wire spacing, which is a limiting factor in this design. Increasing the num-
ber of turns decreases the wire spacing but increases the coils efficiency. Using these two
properties an X-gradient coil may be designed with η = 0.62 mTm−1A−1 while maintaining
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both the ∆BROU
z ≤ 5% and ∆w ≤ 3 mm criteria by only employing resistance minimsation

via β.
Torque-balancing these coils is essential because the geometry is asymmetric in the

z-direction. To illustrate the difference between coils with and without torque-balancing
a non-torque-balanced X-gradient coil was also designed. The magnitude of the torque
vector for the unbalanced coil is 0.66 NmA−1T−1 compared with 0.00089 NmA−1T−1 for
the torque-balanced coil, a reduction of 99.9%. Any residual torques on the torque-balanced
coils are a consequence of the discretised nature of the surface mesh and wire-paths. If the
same design criteria are applied to the design of an unbalanced X-gradient (i.e min(∆w) ≤ 3
mm and ∆Bz(rk) ≤ 5%) then an efficiency of 730 µTm−nA−1 may be achieved. Operating
such a coil with 300A in a 3T magnetic field would generate torques of approximately
600Nm.
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6.3 Ultra-Efficient Shielded Dome Head Gradient Coils

The motivation for producing this coil design was to generate the highest possible gradient
strengths for human head imaging by placing the current carrying surfaces as close to the
region of interest (ROI) as possible. There are several head imaging applications that would
benefit from such increased efficiency, including magnetic resonance angiography [210] and
diffusion weighted imaging [211, 212]. This example illustrates the ability of the IBEM to
produce coils with highly asymmetric geometry.

6.3.1 Geometry

Figure 6.9 shows the geometry of the coil design. The primary surface (red triangles in
Fig. 6.9 is created from a 310 mm diameter hemisphere and cylinder of length 165mm
squashed in the x-direction to be 265 mm wide. The elliptical cross-section was intended to
reflect a head shape while providing a 50 mm gap between the head and the coil surface to
accommodate a dome RF coil. The primary surface also has a flat, annular surface attached
to it, that fills the radial space between the inner and outer cylinders at the base of the
coil. A 520 mm diameter hemisphere, concentric with the inner hemisphere, with a 165 mm
cylindrical extension forms the secondary surface. To ensure that no wires in the final coil
designs cross from the primary to secondary surface, which would make coil construction
unfeasible, the inner and outer coil surfaces are not connected.

The whole surface is discretised into 4224 triangular elements and 2162 nodes. The ROU
is an oblate spheroid with a 165 mm width in the x-direction and 210 mm in the y- and
z-directions, positioned concentrically with the hemispheres of the surface, and contains 587
evenly distributed target points. The region of shielding (ROS) is formed from an ensemble
of points evenly distributed over a 550 mm long cylindrical surface with a 640 mm diameter
centred 25 mm above the centre of the ROU in the z-direction.

6.3.2 Results

Figures 6.10 a), c) and e) show the wire-paths for the X-, Y- and Z-gradient coils. The
contours of Bz(r) generated in the y = 0 plane by the X- and Z-gradient coils and in the
x = 0 plane by the Y-gradient are shown in Fig. 6.10 b), d) and f) overlaid with a contour
enclosing the ∆Bz ≤ 5% region. Table 6.5 gives the η, L and R values of the X-, Y- and
Z-gradient coils and a full list of properties can be found in Appendix A. The FOM of these
coils are broadly comparable to those of the dome coils in § 6.2, but the coils described here
are actively shielded. The FOMs are much greater than previously described cylindrical
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Figure 6.9: Geometry of the ultra-efficient, shielded dome IBEM head gradient coil surface.
The two discretised surfaces are represented by blue and red triangles. The central ovoid is
the ROU.

insert head gradient coils [91].

Coil
Efficiency, η Self-Inductance, L Resistance, R FOM, η2/L
(µTm−1A−1) (µH) (mΩ) (T2m−2nA−2H−1)

X 327 58.0 (63.0) 76 1.84×10−3

Y 287 50.3 (56.1) 74 1.64×10−3

Z 456 105 (112) 83 1.98×10−3

Table 6.5: η, L, R and FOM values for the ultra-efficient, shielded dome head gradient
coils. L values in brackets and R values are simulated in FastHenry c© using 3 mm diameter
cirular cross-section wire.

6.3.3 Prototype Construction

A half-scale prototype of the X-gradient coil, shown in Fig. 6.10 a), has been built and
tested (see Fig. 6.11). A rapid-prototyping technique known as layered- or laminated-object
manufacturing (LOMTM) (Helisys Inc., Torrance, CA, USA) [213] was used to build the
prototype. This method accepts 3D CAD data describing a solid object and cuts with
a laser a multitude of adhesive paper layers that joined together form the solid object.
The solid object here was the volume between the inner and outer surfaces (see Fig. 6.9),
with the wire-paths of the X-gradient removed from the surface. The prototype coil was
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Figure 6.10: Wires of the IBEM-designed, ultra-efficient, shielded dome a) X-, c) Y- and
e) Z-gradient coils (red wires indicate reversed current flow with respect to blue) and b),
d) and f) contours of the magnetic field generated by the coil with 5µTA−1 contour spacing
(thin green lines), overlaid with the ∆Bz(r) = 5% contour (thick red line) and the ROU
(orange region). The wires are also shown that cross into, ⊗, and out of, ⊙, the contour
plane.
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then simply made by gluing 0.9 mm diameter wire into the grooves on the surface of the
rapid-prototyped object.

The efficiency of the prototype coil was calculated by using the 2-echo, gradient-echo
3D magnetic field mapping sequence in § 2.5.10 to measure the magnetic field distribution
within a water phantom (a water-filled condom was used for its high elasticity and tensile
strength [214]) for known small drive currents. These maps are scaled to provide a map of
the magnetic field per unit current (see Fig. 6.11 c)). This magnetic field map was used to
calculate the efficiency of the prototype as η = 1.379 mTm−1A−1 which implies an efficiency
value of η = 0.345 mTm−1A−1 when scaled to full size. L and R values of the prototype
were measured to be 34 µH, and 0.52 Ω respectively with values of 33 µH, and 0.42 Ω found
when the prototype coil was modelled in FastHenry c© with 0.9mm diameter wire and at
the same scale as the prototype. These values are very similar and give confidence in the
accuracy of modelling coils in this way.
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Figure 6.11: a) Inside and b) outside views of the half-scale prototype ultra-efficient,
shielded dome X-gradient coil. c) contours of the magnetic field distribution generated by
1 A in the coil (thin green lines) measured with the field mapping sequence and a water
phantom with Bz ∝ x fit (dotted thin blue lines) and ∆Bz ≤ 5% inhomogeneity contour
(thick red line).
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6.4 Ultra-Short Gradient Coils

Here we replicate with the IBEM the work of Shvartsman et. al. [172] by generating a set of
shielded, cylindrical gradient coils with low length-to-diameter ratio. To produce their coil
designs, Shvartsman et al. employed straight wires on surfaces formed from conical sections
at either end of the coil that connected the primary and shield surfaces. In Ref. [172] the
conical surfaces are used to remove the constant stream-function constraints at the ends
of the primary and shield coils whilst allowing good access to the subject. The wires on
these surfaces must be included in the design process as they contribute to Bz(rk). The
dimensions of the coils and the design of coils of this geometry is provided in [172]. Using
the IBEM, wires may follow any path on the conical surface. The geometry employed by
Shvartsman et al. [172] is duplicated here so as to illustrate the increase in coil performance
which results from the removal of the constraints on the current density that are imposed
by the more analytical approach.

6.4.1 Geometry

The coil geometry is illustrated in Fig. 6.12. The inner surface is a short cylinder that
generates the magnetic field gradient, the second surface is a longer cylinder that carries
wires arranged so as to annul stray fields from the the primary coil and, the third and
fourth surfaces are conical sections that connect the first and second surfaces at either end.
Therefore there are no edges to the mesh on which boundary conditions must be applied.
In applying the IBEM approach, the surface was discretised into 6080 triangular elements
and 3040 nodes.

6.4.2 Results

Figure. 6.13 a) shows the wire-paths for the ultra-short X-gradient coil, while Fig. 6.13
b) is a contour map of the magnetic field produced by the ultra-short X-gradient coil with
the 5% magnetic field inhomogeneity contour also shown. Some properties of the three
gradient coils is given in Table 6.6 in comparison to the properties of the coils design by
Shvartsman et al. (there are no data for the Y-gradient in Ref. [172] to compare). A more
comprehensive collection of properties are detailed in Appendix A.

The FOM for the X- and Z-gradient coils are 26% and 22% greater for the IBEM
coil than those presented by Shvartsman et al. This gain in performance is principally a
consequence of the removal of the current density constraints on the conical section surfaces.
The performance difference is less for the Z-gradient since there is less benefit in placing
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Figure 6.12: Geometry of the ultra-short gradient coil. The surfaces represented by red,
green and blue triangles are the primary, shield and conical section surfces respectively. The
central ovoid is the ROU.

Figure 6.13: a) Wires of the ultra-short, shielded, IBEM X-gradient coil with the z′-axis
starting at z = 0 on the primary surface and increasing, then onto the conical surface and
back along the shield surface to z = 0 and b) contours of the magnetic field generated by
the coil with 2µTA−1 contour spacing (thin green lines), overlaid with the ∆Bz(r) = 5%
contour (thick red line) and the ROU (orange region). The primary coil surface is also
shown (thick blue line).
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Coil
Efficiency, η Self-Inductance, L FOM, η2/L
(µTm−1A−1) (µH) (T2m−2nA−2H−1)

IBEM-designed
X 72.6 699 (742) 7.55×10−6

Y 76.5 690 (732) 8.48×10−6

Z 115.0 1270 (1339) 10.5×10−6

Shvartsman’s
X 63.2 666 6.00×10−6

Z 76.1 674 8.58×10−6

Table 6.6: η, L and R and FOM values for the ultra-short, shielded gradient coils. L values
in brackets are simulated in FastHenry c© using 3 mm diameter cirular cross-section wire.

wires on the conical surface as it is far from the ROU and the stream function is constant
in φ over the interface between these symmetric surfaces.
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6.5 Split Gradient Coils for Combined PET/MRI

There is currently considerable interest in combining positron-emission tomography (PET)
with MR. The spatial resolution of MR is excellent, and is complemented by the ability of
PET to detect small changes in metabolite concentrations. However, conventional photo-
multiplier tubes (PMT) used in PET are sensitive to magnetic fields. One proposal to
combine these imaging modalities is to use a split MR magnet with space in the centre for
light-guides to transmit the light from its source, Lutetium Oxy-Orthosilicate (LSO) crystal
PET detectors, to a region where the magnetic field is low enough (∼ 30mT) for shielded
PMTs to operate [215]. This means that split gradient coils must be used as well as a split
main magnet. For regular cylindrical gradient coils the central region is usually occupied
by wires (see Fig. 4.12 for example). Here, this region is unavailable due to the presence of
the PET detectors, so designing gradient coils for such a system poses a problem. The set
of split coils designed in this work comprises a shielded Z0 shim coil and shielded X-, and
Y- and Z-gradient coils.

6.5.1 Geometry

These gradients must be shielded as well as incorporate a central gap of least 118 mm. The
current carrying surfaces are shown in the y = 0 plane in Fig. 6.14 and the inner and outer
radii, and the widths of the gaps of each coil are given in Table 6.7. The total length of the
coils is 800 mm, the ROU is an 100 mm DSV, the ROS is an 800 mm long cylinder with
a radius of 200 mm. Initially, the surfaces of all the coils comprised 4 cylinders, 2 primary
and 2 shield, separated by a central gap. It was impossible to get the required performance
from the X- and Y-gradients coils because of the imposition of the ψ = constant boundary
conditions at the edges closest to the ROU. Therefore, the design geometry was modified
to incorporate an annular surface that connects the primary and shield surfaces for the X-
and Y-gradient coils, as shown in Fig. 6.14.

Coil Inner Radius (mm) Outer Radius (mm) Gap Width (mm)

Z0 99.55 154.65 141, 129
X 89.45 148.50 118
Y 92.95 145.90 122
Z 85.60 142.60 132

Table 6.7: Dimensions of the coil surfaces of the split gradient set. The gap width of the
inner coil surface is slightly larger than the gap width of its outer surface.
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Figure 6.14: Geometry of the 3-axis shielded, split gradient coils and Z0 shim coil in the
y = 0 plane. All surfaces extend over a distance of 0.4 m in the z-direction.

Different techniques are to be used to construct each coil. The X- and Y-gradient coils
will be cut using an abrasive water-jet and the Z-gradient coil and Z0 shim coil will be hand
wound with different thicknesses of wire. Therefore, the minimum wire spacing constraints
for the X-, Y-, Z- and Z0 coils are 3.6, 3.6, 3.2 and 2mm respectively.

6.5.2 Results

Figure 6.15 shows the wire-paths of the shielded, split X- and Z-gradient coils with their
contour plots of the magnetic field per unit current. The Y-gradient is not shown because of
its similarity with the X-gradient. Table 6.8 displays the efficiencies, inductances, minimum
wire spacings, min(∆w), and FOMs of the four coils. Appendix A details a full list of the
properties of these coils.

The shielding of these coils is of vital importance, since the gap is positioned about
z = 0, the region in which eddy currents generated on conducting surfaces are at their
strongest. The maximum magnetic field values generated over the shield surface for the Z0
shim, X-, Y- and Z-gradient coils were 0.71, 0.95, 0.86 and 0.63 µTA−1 respectively.

6.5.3 Discussion

In the designs described here, no wires may occupy the central region about z = 0, which
is where most of the wires reside in conventional coils. These wires are most important
since they are the closest to the ROU and contribute most of the magnetic field within it.
Using the IBEM it has been possible to design gradient coils that conform to the desired
magnetic field specifications and engineering constraints despite the presence of the gap.
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Figure 6.15: Wires of the split IBEM a) X- and c) Z-gradient and e) Z0 shim coil. With
b) contours of the magnetic field generated by the coils with 5µTA−1 contour spacing (thin
green), overlaid with the ∆Bz(r) = 5% contour (thick red) and the ROU (orange region).
The primary coil surface is also shown (thick blue line) as well as the wires that cross into,⊗, and out of, ⊙, the contour plane.
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Coil
Efficiency, η Self-Inductance, L min(∆w) FOM, η2/L
(µTm−nA−1) (µH) (mm) (T2m−2nA−2H−1)

Z0 15.1 134 (136) 126 1.70 ×10−6

X 679 111 (108) 117 4.16 ×10−3

Y 659 127 (120) 128 3.42 ×10−3

Z 793 46.6 (39.8) 42 1.35 ×10−2

Table 6.8: η, L, FOM and min(∆w) values for the IBEM-designed shielded, split PET/MRI
Z0 shim and gradient coil set. L values in brackets are simulated in FastHenry c© using 3
mm (2 mm for Z0) diameter circular cross-section wire.

The annular surfaces for the X- and Y-gradient coils may be difficult to construct and the
Z-gradient coil has quite a low FOM because it was not provided with an annular surface
on which wires may be placed due to difficulties in building such a coil.

Coils become more difficult to design with increasing gap width. In fact, the ratio
between the gap length and the coil diameter, the aspect ratio, is an important factor
in dictating coil performance. The inclusion of wires on the annular surfaces permits the
design of transverse gradient coils with reasonable performance. These coils are currently
being constructed by Varian Inc. (Yarnton, Oxon., UK.) and will be used in the combined
PET/MRI system being developed at Cambridge University [215].

In this work, the inner coil radii were intended to be approximately 80 to 90 mm. It
was found that while the X- and Y-gradients had a good performance due to the primary
and shield surfaces being separated by ∼ 60 to 70 mm, the Z-gradient coil was very poor
and it was impossible to design a Z0 shim coil. Including annular surfaces in the Z and
Z0 coils considerably increases the engineering complexity. The inner diameters of the coil
were therefore increased (see Fig. 6.14) to reduce the aspect ratio of the gap and make it
possible to design good Z-gradient and a Z0 shim coils. It is instructive to compare this
aspect ratio with the loop separations of Helmholtz and Maxwell coils, § 4.3.1; it is difficult
to design Z0 and Z coils with gaps larger than the loop separation of these discrete coils.
This is illustrated by the complexity of the wire-paths of the Z0 shim coil, 6.15 e). Such
complexity arises from the fact than enough current carrying surface is not provided, but
there is just enough surface here to satisfy the design constraints. A lack of surface results in
an ill-conditioned system and the matrices are therefore ill-conditioned also. Such systems
are highly sensitive to the input parameters, and can result in highly oscillatory solutions
as seen here in the oscillatory stream-function values.

In the IBEM framework, as used in this work the shielding is achieved by forcing the
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magnetic field to be as close to zero as possible over a defined region of shielding (ROS).
Therefore the efficacy of shielding can only be assessed in terms of the magnetic field. In
this case we quote the maximum value of the magnetic field generated over the ROS. This
is not a direct measure of the effect of the eddy currents that will occur when the coils
are switched, but gives some idea as to the amount of shielding achieved. The form of the
magnetic field generated over the ROS is important as well as its magnitude. It is possible
to model the eddy currents generated by the coils using a finite element method (FEM),
but such analysis was not performed here.
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6.6 Single-Layer, 3-Axis Gradient Set

Competition for space in the magnet bore is intense with the space closest to the subject
being the most prized. Hughes et al. demonstrated that the wire-paths of X- and Y-gradient
coils may be modified to occupy the same single layer [216]. The radial space needed for a 3-
axis gradient coil set can be dramatically reduced by constructing the X-, Y- and Z-gradient
coils on the same layer. Here we show that by segmenting a single cylindrical surface into
3 separate surfaces as shown in Fig. 6.16, one for each gradient coil, a 3-axis gradient coil
set may be built on a single layer. The inevitable reduction in coil performance is assessed.

The full cylindrical surface provided for all 3 gradient coils is 1 m long and 0.5 m in
diameter. The areas of this surface, S, that are assigned to the X-, Y- and Z-gradient coils
are given in Eqs. (6.3) to (6.5), and shown in Fig. 6.16. The ROU is a 250 mm DSV.

SX :

 0.05m ≤ |z| ≤ 0.30m

π/4 ≥ |φ| ≥ 3π/4
(6.3)

SY :

 0.05m ≤ |z| ≤ 0.30m

π/4 ≤ |φ| ≤ 3π/4
(6.4)

SZ :

 0.30m ≤ |z| ≤ 0.50m

|z| ≤ 0.05m
(6.5)

Figures 6.17 a) and c) shows the wire-paths for the X- and Z-gradients coils respectively
(the Y-gradient is the same as the X-gradient with a π/2 rotation about the z-axis). The
field that is generated by passing 1A current through the wire paths is shown in Figs. 6.17
b) and d).

This work shows that it is possible to design a 3-axis set of gradient coils on a single
layer. In the initial design, the Z-gradient coil surface spanned the region where 0.30m ≤
|z| ≤ 0.50m. It proved very difficult to design a useful coil on this surface as the central
gap is much greater than the Maxwell coil loop separation. Since there is often low current
density close to z = 0 for transverse coils (see Fig. 4.9), the |z| ≤ 0.05m area of the surface
was additionally given over to the Z-gradient coil. This extra surface makes it possible to
easily design Z-gradient coils with good performance. It is also possible to design transverse
gradient coils with the small surface provided for them. However, there is a significant, but
not unexpected, reduction in the performance of these coils due to their severely restricted
wire-path positions. When comparing these coils with an equivalent size, 3-layer gradient
coil set (assuming the surface is a 1 m long, 0.5 m diameter cylinder) the efficiency, η, of the
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Figure 6.16: Geometry of the single-layer, 3-axis gradient coil set with the a) X-, b) Y-
and c) Z-gradient coil surfaces highlighted.

single layer X- and Z-gradient coils is just 51.1% and 52.7% of 3-layer coils with equivalent
inductances (considering a layer thickness of 4 mm, the single-layer Y- and Z-gradient have
η = 51.9% and 54.4% of the 3-layer coil equivalents). The FOMs for the single-layer X-
and Z-gradient coils are 2.3 × 10−5 and 3.4 × 10−5 T2m−2A−2H−1. Z-gradient coils tend
to have higher FOMs than X-gradients, given the same surface. Here, this difference in
performance may be reduced by providing more of the surface for the transverse gradient
coils, as long as it remains possible to design the Z-gradient coil with adequate homogeneity
and minimum wire spacing.
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Figure 6.17: Wires of the IBEM-designed, single-layer a) X- and b) Z-gradient coils (red
wires indicate reversed current flow with respect to blue) and b) and d) contours of the
magnetic field generated by those coils with 1µTA−1 contour spacing (thin green), overlaid
with the ∆Bz(r) = 5% contour (thick red) and the ROU (orange region). The wires are
also shown that cross into, ⊗, and out of, ⊙, the contour plane.
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6.7 An Openable Z-Gradient Coil

Crozier at al. proposed, designed and constructed a 3-axis gradient coil set for imaging the
limbs of injured patients that was “openable” [217]. The normal cylindrical shape was split
in half and hinged so that it could be opened to accommodate the limbs of patients with
minimum articulation and subsequently closed for imaging. Designing transverse-gradient
coils for such a geometry is simple, since the anti-symmetry of the stream-function in the
x-direction (y-direction for the Y-gradient coil) causes lines of ψ = 0 in the x = 0 plane.
Therefore, no current passes from one half to the other. This is not the case for the Z-
gradient coil. In the previous work, simulated annealing (an iterative approach § 4.4.7) was
used to arrange bundles of wires on the openable coil surface.

Here, the coil described by Crozier et al. was initially modelled using the wire positions
given in Table 1 of Ref. [217]. Using our performance metrics, § 4.2, η = 588µTm−1A−1

with ∆Bz ≤ 5.7% over a 200 mm DSV, and L = 234µH and R = 192 mΩ. The same surface
was created for the IBEM (see Fig. 6.18), a 415 mm long, 250 mm diameter cylinder with a
gap of 36 mm about the x = 0 plane. In a similar fashion to the approach used by Crozier
et al. we do not include the return paths in the design process. This is achieved within
the IBEM framework by removing the constant ψ boundary conditions for the edges at the
gap, whilst keeping those constraints for the edges at the ends of the cylinder. The return
paths are wires placed in the gap, and oriented in the z-direction which therefore do not
generate Bz. Figure 6.18 shows the IBEM coil geometry where constant ψ is only imposed
at the thick green edges.

Figure 6.18: Geometry of the openable IBEM Z-gradient coil surface. The blue triangles
represent one half of the discretised surface. The central sphere is the ROU.
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The efficiency and inductance of the openable Z-gradient coil designed with the IBEM
to the values of 560µTm−1A−1 and 127µH, which corresponds to a 37.6% increase in η

compared to the coil described in Ref. [217] for equivalent inductance and ROU size.
Figure 6.19 a) shows the wire-paths of the openable Z-gradient coil without return paths,
whilst b) is a contour map of the magnetic field generated in the y = 0 plane by passing 1
A current through the coil.

Figure 6.19: a) Wires of the openable IBEM-designed Z-gradient coil (red wires indicate
reversed current flow with respect to blue) and b) contours of the magnetic field generated
by the coil with 1µTA−1 contour spacing (thin green lines), overlaid with the ∆Bz(r) = 5%
contour (thick red line) and the ROU (orange region).

This coil design example further demonstrates the versatility of the IBEM. Improved
performance is obtained in the design process by omitting the constraint of constance ψ
along the edges of the gap. This allows current to flow in to and out of the edges at the gap
since Jφ = ∂ψ

∂z , and ψ may vary in z along these edges. Return paths can then be added to
the design manually. It is only justifiable to omit the boundary conditions for edges that are
constant in x and y, since this is the only way to ensure that the return paths are oriented
axially and thus generate no Bz.
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6.8 Bi-Radial Head Shim Coils

Ungersma et al. previously used a linear programming (LP) algorithm in conjunction with
a mesh of possible wire-paths to design cylindrical shim coils with two different radii that
are connected by an annular surface (Fig. 2 in Ref. [147]). By bringing the wire-paths in
close to the head, such coils offer improvements in performance compared with conventional
cylindrical coils. Here we simulate the field generated by a previously described coil and
compare the results with those of a coil designed using the IBEM. Upon simulation, the ZY
shim coil from Fig. 9 in Ref. [147] was found to have an efficiency, η = 205µTm−2A−1, and
a homogeneity ∆Bz ≤ 47.2% over a 200 mm DSV. The resistance of the coil is quoted as
0.40 Ω, and the x-component of its torque was calculated to be Tx = −1.04 NmA−1. Using
the IBEM a homogeneity of 13% is easily achieved with corresponding η = 219µTm−2A−1,
R = 0.69Ω and approximately zero torque for the coil shown in Fig. 6.20 a).

Figure 6.20: a) Wires of the bi-radial IBEM, XY shim coil (red wires indicate reversed
current flow with respect to blue) and b) contours of the magnetic field generated by the
coil with 1µTA−1 contour spacing (thin green), overlaid with the ROU (orange region). The
primary coil surface is also shown (thick blue line)

This example demonstrates well the ability of the IBEM to produce a shim coil design
on an asymmetric surface for a head-only MR scanner.
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6.9 Retro-Fitted Gradient and Shim Shield Coils

Since the IBEM works with target magnetic field values at arbitrary, discrete points in space,
it is shown here that is it possible to design active magnetic shielding coils for previously
designed primary coils. A somewhat different design strategy is employed; first, we require
that the shield coil generates a magnetic field in a region of shielding (ROS) that is equal
and opposite to that which is generated by the primary coil, and to thereby annul that
magnetic field. Here, the ROS is the surface of the cold-shield of the superconducting
magnet cryostat on which eddy-currents are commonly generated. Since the shielding coil
generates a magnetic field that is opposite to that of the primary in the ROS, the magnetic
field generated in the ROU is likely to be similar in form but opposite in sign to the magnetic
field the primary coil generates there. Therefore, we aso require that the magnetic field
generated in the ROU is minimal and must have the same spatial variation to that of the
field which the primary coil generates to within a specified accuracy; the shield is permitted
to alter the magnetic field in the ROU as long as it does so in such a way as to retain a
specified degree of homogeneity. Here, our primary coil generates a magnetic field in the
ROU that has a maximum inhomogeneity of 5%.

6.9.1 Optimistion Functional

The functional used to design retro-fitted shield coils is different to that used to design the
other coils in this chapter. It allows the magnetic field in one region to be finite as long as
it is minimal and of a specified shape. The new functional, U , is

U =
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where k (k = 1, . . . ,K) are indices of target magnetic field points that lie in the ROS,
and j (j = 1, . . . , J) are the indices of points in the ROU of the primary coil. Therefore,
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BP
z (rk) is the magnetic field at a point rk in the ROS generated by the primary coil and

used here as the target magnetic field for the shield coil design. BP
z (rk) is the magnetic field

that the shield coils generates in the ROS. C is a free parameter of the system identified
during functional minimisation that scales the target field in the ROU to its optimum. All
other symbols in Eq. (6.6) have the same meaning as those described in § 5.2.8. The
minimum of U is found by differentiation with respect to the basis-function weights, In, the
torque Lagrange multipliers, λ̃p and C, i.e. ∂U

∂In
, ∂U
∂λ̃px

, ∂U
∂λ̃py

, ∂U
∂λ̃pz

, and ∂U
∂C . The resulting

simultaneous equations can be recast in the form of a matrix equation as before (Eq. (5.49))
which is composed of smaller matrices and vectors
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where

A =
K∑
k=1

W (rk)cm(rk)cn(rk) +
J∑
j=1

W (rj)cm(rj)cn(rj) + αLmn + βRmn, (6.8)

B =
J∑
j=1

W (rj)cm(rj)BP
z (rj), (6.9)

D =
J∑
j=1

W (rj)(BP
z (rj))2 (6.10)

and

E =
K∑
k=1

W (rk)cm(rk)BP
z (rk). (6.11)
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6.9.2 Geometry

The geometry of this system is based on the shoulder-slotted coils described in § 6.1. The
central ROU is a 160 mm DSV, and the ROS is formed from the inner surface of the cold
shield of the cryostat of an MRI scanner, for which we use is a 1.2 m long, 0.9 m diameter
cylinder. The shielding surface is also formed from a 1.2 m long cylinder with a 0.55 m
diameter.

6.9.3 Results

The magnetic field that the shoulder-slotted X-gradient coil, (shown in Fig. 6.2 b)), gen-
erates with 1 A current is calculated over the ROU and the ROS, at a total of K + J =
544 + 265 = 809 points. This was used as the target magnetic field for the design of a
coil on the shielding surface that maximally annuls the magnetic field in the ROS whilst
minimally increasing ∆BROU

z and minimally reducing the efficiency, η of the combined coil.
The original X-gradient coil is shown in Figs. 6.21 a) for comparison with its separately
designed shield coil c). The magnetic field that the combined coil generates is shown in the
contour plot depicted in Fig. 6.21 b) and d) is the magnetic field along the line x = 0.45
m, y = 0 m, −1 m≤ z ≤ 1 m on the cold shield generated by the primary, shield, and
combined coil with 1 A current.

The maximum magnetic field in the ROS is just 0.094 µTA−1 compared with 1.8 µTA−1

for the unshielded coil; a reduction of 95%. The residual magnetic field on the shield is a
result of the low number of windings on the shielding surface.

As a result of adding the shield the efficiency of the X-gradient coil is reduced to 70.2
µTm−1A−1 from 100.0µTm−1A−1, the homogeneity in the ROU is marginally improved
from 5.0% to 4.6 %, the inductance increased from 63.7 µH to 75.2 µH and the resistance
is also increased from 80 mΩ to 159 mΩ.

6.9.4 Discussion

We have shown here that it is possible to design shield coils for gradient coils (equally valid
for shim coil) that maximally reduce the stray magnetic fields in a given region whilst min-
imally affecting the magnetic field gradient in the ROU. The radial placement of the shield
coil is of vital importance. The closer it is to the primary, the more it will detrimentally
affect the gradient field as well as the combined coils inductance and resistance. However,
placing the shield coil close to the shielding region will cause difficulties with the discreti-
sation of the system; many target points will be required for the ROS to prevent the shield
coil annulling the magnetic field at each target point individually. Also, placing the shield
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further from the primary coil will mean that less wires will be needed in the shield coil.
Less wires may represent the continuous current density on the surface poorly and lead to
inefficient shielding. This is shown somewhat in Fig. 6.21 d) where the magnetic field at
the shielding surface (green line) is not entirely cancelled due to the lack of wires in the
z ≈ −0.15 m region of the shield coil.

Considerably better shielding may be achieved with more windings and proportionally
lower current in the shield coil, but this is not desirable since either the two coils must be
driven with different amplifiers or connected in parallel so as to split the currents appro-
priately. Accurately calibrating the amplifiers to generate synchronous and correctly scaled
currents in two different coils is not straightforward and adds to the cost of the gradient
systems. The two coils are inductively coupled so that driving them in parallel means when
switching the gradient energy may be transferred from one to the other and circulating
currents may be introduced in the parallel circuit.

In the shield coil shown in Fig. 6.21 c) several loops of current with alternating sense are
present at both ends of the coil. This is likely to be a consequence of the difference in lengths
of the primary coil and the shielding surface and ROS. The fall-off of the magnetic field in
the ROS from the primary coil is difficult to mimic at the increased radius of the shield coil.
These extra loops ensure that the magnetic field is maximally annulled at |z| > 0.4 m.
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Figure 6.21: Wires of IBEM, shoulder-slotted a) X-gradient and c) its separately-designed
shield coil (red wires indicate reversed current flow with respect to blue) and b) contours
of the magnetic field generated by the combined coil with 1µTA−1 contour spacing (thin
green lines), overlaid with the ∆Bz(r) = 5% contour (thick red line) and the ROU (orange
region). The wires are also shown that cross into, ⊗, and out of, ⊙, the contour plane.
d) The magnetic field generated by the primary (dashed blue line), shield (dotted red line)
and combined (solid green line) along a line x = 0.45 m, y = 0 m in the ROS.
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6.10 Multiple Region Gradient Coils

Some MR techniques require rapidly switched, very strong magnetic field gradients which
can cause magnetostimulation of nerves [218, 219]. One proposed solution is to reduce the
maximum intensity of the magnetic field produced by the gradient coil in order to lower
∂B
∂t which dictates the magnitude of E, the source of magnetostimulation [220]. One way
that this can be achieved is by employing coils that generate a magnetic field gradient in
multiple regions [220, 221]. Figure 6.22 shows that the IBEM method is capable of designing
such coils by reproducing the multiple region Z-gradient coil for which the results are given
in Fig. 10 of Ref. [220]. The magnetic field generated by passing 1 A current through a
conventional Z-gradient coil is represented by the blue line in Fig. 6.22 b), and the red line
is the magnetic field generated by passing 0.504 A through the wire-paths in a). Lower
current in the multiple region coil is used to generate the same modulus of the gradient
of the magnetic field in the two ROUs as is produced by the conventional Z-gradient coil.
The maximum magnetic field generated along the z-axis by the two-region Z-gradient coil
is 52% of the maximum generated by the conventional Z-gradient coil.

Figure 6.22: Wires of the IBEM, multiple-region a) Z-gradient coil (red wires indicate
reversed current flow with respect to blue) and b) the magnetic field generated along the
z-axis by 1 A in a conventional Z-gradient coil (blue line) and by 0.504 A in the multiple-
region Z-gradient coil (red line). The orange regions are the ROUs and the extent of the
coils is shown by the green dashed line at |z| = 0.8 m.
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6.11 Shim Coils with PCA-Derived Basis Set

MR scanners are generally equipped with a set of shim coils (see § 4.3.2) each of which
individually generates a spherical harmonic-shaped (§ 2.2) magnetic field in the ROU. This
is a convenient orthogonal basis set for spherically, and cylindrically symmetric systems. In
combination, shim coils can be made to generate magnetic fields of any shape, that can be
described by low spatial frequencies. To correct for high spatial frequency components of the
magnetic field inhomogeneity, more shim coils generating higher order harmonics need to be
provided, which becomes difficult due to space restrictions within the bore of the magnet
and because the efficiency of shim coils decreases with increasing order. Typically, the
magnetic field generated by susceptibility differences of tissues contain significant amounts
of spherical harmonics up to and above 10th order. It is impractical to have a 10th order
shim set since this would require a total of 121 separate shim coils with the 10th order coils
being uselessly weak. The strength of high order shim coils can be dramatically increased
by reducing their radius since the coil efficiency scales with radius, a, as η ∝ a−(n+1).
Dynamic shimming [66–68] (§ 3.2.6) has been shown to be more effective at mitigating these
susceptibility-induced magnetic field inhomogeneities. The most significant problems occur
in the inferior part of the frontal cortex superior to the ethmoid and sphenoid sinuses, and
in the temporal lobe superior to the auditory air spaces. Parcellated dynamic shimming
is a concept that is shown by simulation in the next chapter to be even more effective
[222, 223]. Other methods have been proposed to locally shim the common problem areas
with pieces of material with large positive or negative susceptibilities placed near to those
areas [71–73, 224] (see § 3.2.7).

6.11.1 Principal Component Analysis

Here we turn to a different orthogonal set of basis-functions for decomposing the susceptibility-
induced magnetic field inhomogeneity inside the head which is is based on the common
features of head-induced field variation in a small subject group. Since this field is not
very symmetric (the main symmetry is in the x-direction, running from left to right) an
arbitrary-shaped decomposition is obtained here by principal component analysis (PCA).
PCA projects a data set into a new coordinate system where the first coordinate has the
largest variance of the data set and the second coordinate has the largest variance uncorre-
lated to the first component etc. In this way the principal component of the data contains
the “most important aspect” of all the data.

Consider a matrix B comprising the vectors Bi where i = 1, . . . , N
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B = [B1, . . . ,Bi, . . . ,BN ], (6.12)

where Bi is the 3D, masked magnetic field data of the ith subject re-ordered into a
vector. Therefore, B is an M × N matrix where M is the number of magnetic field data
points per subject, and N is the number of subjects. The singular value decomposition
(SVD) of B is

B = USVT (6.13)

where S is a matrix containing a vector of the positive, non-increasing singular values,
s, of B along the diagonal with all other elements equal to zero. If B is real then U and V
are both orthogonal matrices (UUT = I and VVT = I where I is the identity matrix). V
contains the orthonormal basis vector directions of B which are the normal vectors of the
principal components. U contains orthonormal vectors that give the normalised position of
each column of B in the new coordinate system. For square matrices, the SVD reduces to
the Eigenvalue decomposition where VT = UT such that B = UsUT , and s is a vector of
the eigenvalues.

Here, the SVD is used to obtain the first J principal components, Yj (j = 1, . . . , J) of
N field maps Bi (i = 1, . . . , N) by multiplying the first J singular values the by first J basis
vector directions

YJ = SJVT
J (6.14)

where YJ = [Y1, . . . ,Yj , . . . ,YJ ].
The principal component vectors Yj can be reshaped back into 3D to the same space

as inhabited by the original magnetic field data. The first J principal components can then
be used as the target magnetic field variation in the design of J PC shim coils.

6.11.2 PCA Results

11 subjects were scanned with the 2-echo, gradient echo field mapping sequence described
in § 2.5.10. The phase data from the 2 echoes were unwrapped using a region-growing
phase unwrapping algorithm [225], and subtracted from one another to obtain ppm-scaled
magnetic field maps. The skulls were stripped from the modulus data using the brain
extraction tool (BET) [226], and the resulting skull-stripped head data were used to generate
masks to be applied to the magnetic field maps. The masks were also used to approximately
align the field map data across subjects. An iterative approach (a least-squares, nonlinear
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Figure 6.23: Axial, coronal and sagittal slice images of the magnetic field variation of the
1st 2nd 3rd and 4th normalised principal components shown in slices that intersect the large
magnetic field deviation above the nasal sinus.

optimisation using the lsqnonlin function in Matlabsr Optimisation Toolbox) was taken
to translate the masks in the x-, y- and z-directions such that the sum of the product of each
mask with the first mask was maximised. It is reasonable to expect that any asymmetry
in the x-direction (left to right) would diminish with increasing number of subjects used as
sample magnetic field data. To eliminate any asymmetry in the x-direction the magnetic
field maps were forced to be symmetric by averaging with field maps reflected in the x-
direction.

Principal component analysis was then used to obtain the first 4 principal components.
Figure 6.23 shows the normalised magnetic field maps corresponding to the first 4 principal
components and Fig. 6.24 shows the scalings of the components that best approximate the
magnetic field field for each subject.

6.11.3 PC Shim Coil Design Results

Figure 6.25 shows the wire-paths of the shim coil that is designed to generate the 1st principal
component. The root-mean-squared (RMS) difference between the target magnetic field
(shown in Fig. 6.23) and the field generated by this coil is 0.12 µTA−1, which is 2.2% of the
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Figure 6.24: Graph of the amount of the first 4 normalised principal components present
in each of the subjects. Red, blue, green and yellow bars represent the 1st 2nd 3rd and 4th

principal components respectively.

range from maximum to minimum magnetic field values in the ROU. The wire-paths for
the other three principal component shim coils are omitted for brevity, however the RMS
field errors for the 2nd 3rd and 4th PC coils are 0.11, 0.17 and 0.14 µTA−1, which are 2.5%,
1.7% and 3.2% of the range of magnetic field from maximum to minimum in the ROU.

6.11.4 PC-Based Shimming Results

The first four PC shim coils were designed (the first is shown in Fig. 6.25) and the magnetic
field over the ROU calculated using Biot-Savart summation over the wire-paths. Shimming
was simulated for the field maps of the 11 subjects with 4 PC shim coils, 4 spherical
harmonic (SH) shim coils, and with 4 PC and 4 SH shim coils. This was performed in
Matlabr by pseudoinverting a matrix containing vectors of the field of each shim coil
A (where A = [A1, . . . ,Ak, . . . ,AK ], and Ak is the magnetic field of the kth shim coil
k = 1, . . . ,K) and multiplying by the vector of the magnetic field in the head of each
subject Bi, I = A†Bi, where I is a vector of the amount of current needed in each shim
coil to minimise ||AI −Bi||2. The RMS residual magnetic field for each shimming regime
is given in Fig. 6.26.

The effect of changing the axial position of the head relative to the PC shim coils was
investigated by simulating the shimming as described above for a range of offset z-positions
from -50 mm to +50 mm. Figure 6.27 shows the variation of the RMS residual field with
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Figure 6.25: Wires of the 1st principal component shim coil (red wires indicate reversed
current flow with respect to blue).

offset position for shimming with the 4 PC coils, the 4 SH coils, and all 8 shim coils in
combination.

6.11.5 Discussion

Here we have shown that is is possible to derive a new basis set for shimming the magnetic
field inside the head. This basis set is obtained directly from field maps taken from a sample
of subjects, and reflects the common shape of the magnetic field inhomogeneities. Singular
value decomposition is used to obtain the principal components of the field of the subjects in
the sample. The sample consisted of 11 volunteers, which is a small number but sufficient to
demonstrate the feasibility of this concept. A considerably larger, and more varied sample
of subjects would provide a more inclusive set of principal components. For a larger sample
size it may be necessary to use a greater number of basis functions in order to be able to
accurately reproduce the magnetic field distributions in most of the population.

It can be seen from Fig. 6.24 that the 1st principal component is dominant in all but
one of the magnetic field maps of the subjects. In subject 4 there is a larger contribution
from the 2nd principal component. This indicates that the magnetic field distribution in
subject 4 was substantially different from the rest of the sample, and illustrates the need
for a larger sample size. Here we tried to mimic the effect of a larger sample size by making
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Figure 6.26: Graph of the RMS residual magnetic field of all subjects with no simulated
shimming, shimmed with 4 principal component shim coils, 4 spherical harmonic shim coils
(Z0, X, Y and Z) and all 8 shim coils. The error bars indicate the standard deviation over
the 11 subjects.

the field maps symmetric in x. Over many subjects, any left-right asymmetry may tend to
disappear. It also has the effect of making the resulting coils potentially more simple to
build.

The geometry, and in particular the scale, of the surface provided on which to design
these coils is of primary importance. The coil shown in Fig. 6.25 was designed on a 240 mm
diameter cylinder. This may not be large enough to fit 100% of people inside, however it is
essential to get the surface of this coil as close to the head as possible. One way of improving
these coils would be to generate a far more closely fitting mask capable of accommodating a
large variety of head shapes whilst remaining as close to the head as possible. In most MR
scanners the RF coil tends to occupy the closest radial region to the head, so its presence
must also be considered.

The wire-paths of the 1st PC shim coil (Fig. 6.25) form a highly complicated pattern.
This is because the target magnetic field contains significant amounts of high spatial fre-
quency components. To generate these high spatial frequencies, even more high spatial
frequencies must be present in the stream-function of the surface current density. This is
because the field from a wire falls off with an inverse relation to distance. This need for
higher spatial frequencies in the coil than in the ROU is mathematically illuminated by the
central equation in the target field coil design method, Eq. (4.11). The Fourier transform
of the current density, jmφ (k), is multiplied by modified bessel functions, K ′

m(|k|a)Im(|k|ρ),
to obtain the Fourier transform of the magnetic field variation in the ROU. The two Bessel
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Figure 6.27: Graph of the RMS residual magnetic field of 11 subjects with no simulated
shimming (red dash-dotted line), shimmed with 4 principal component shim coils (blue
dashed line), 4 spherical harmonic shim (green dotted line) coils (Z0, X, Y and Z) and all 8
shim coils (orange solid line). The shaded regions indicate the standard deviation over the
11 subjects.

functions tend to zero for large arguments, and therefore reduces the intensity of high spa-
tial frequency components. This means that there will always be less high spatial frequency
components in the magnetic field than in the current density. It is therefore also the case
that to represent a desired target magnetic field, there must be higher spatial frequencies
in the current density that generates it. The further the current carrying surface is away
from the ROU, the larger this effect becomes.

There is a clear improvement in the magnetic field homogeneity when shimming the
11 subjects with 4 spherical harmonics. This indicates that the field maps were obtained
under poor shim conditions. The PCA was performed on these maps despite the presence
of linear gradients in the magnetic field inhomogeneity. The results presented in Fig. 6.26
show that when PC shim coils are used in conjunction with the SH shim coils significant
improvement in magnetic field homogeneity is achieved. MR scanners are capable of shim-
ming by adjustment of the linear gradient waveforms, so it may be beneficial to remove
any linear gradients from the magnetic field maps before the PCA. That way the shimming
basis set will be a hybrid, spherical harmonic, and principal component basis set. This may
also be extended to 2nd order spherical harmonics.
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Figure 6.27 shows the relationship between the efficacy of shimming with respect to
an offset z-positioning of the shim coils relative to the head. Over a range of about 20
mm about the optimum position (∼ +12 mm offset) shimming with the PC shim coils
significantly outperform the SH shim coils. For z-direction misalignments outside of this
range, shimming with the SH shim coils is more effective than shimming with the PC shim
coils. More importantly however, the shimming efficacy can only ever be improved by using
the PC shim coils in combination with the SH shim coils, providing that the calculation of
the shim currents is performed in a numerically robust fashion (i.e. using a pseudoinversion
fitting technique).
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6.12 2D MAMBA Coils

This example describes the design of a coil for use with the multiple acquisition with the
Micro B0 Array (MAMBA) technique [202, 203]. Implementation of MAMBA requires a
coil which generates multiple regions of uniform magnetic field within the imaging volume.
The magnetic field strengths are different within each of these regions, usually following a
stepped profile across the imaging volume. Image data can thus be acquired simultaneously
from the different regions. Lee et. al. [227] developed a target field method for designing the
coils needed for this novel imaging technique, and here we show that the IBEM is capable of
designing MAMBA coils with the same biplanar geometry as Lee et.al. which have highly
asymmetric magnetic field requirements (see Fig. 6.28 (c)). The 16 distinct target regions
are each composed of a 6×6 grid of target points, and the magnetic field in these regions is
required to vary in 1 mT steps from -7 mT to +8 mT. There are 5200 triangular elements
and 2746 nodes in the discretised surface.

Figure 6.28: Geometry of a 4× 4 region 2D MAMBA array coil surface. The blue triangle
are the elements of the lower half of the surface, and the yellow squares represent the
positions of the ROUs.

To compare with the coil in the original paper, a 2D MAMBA coil was designed to have
an average field error (using Eq. (6.15), from Eq. 16 in Ref. [227]) of b ≤ 1.9%.

b =
|∆B|mean

1mT
× 100% (6.15)

Only power minimisation was employed with 66 contours of the stream function chosen
so as to give at least 1 mm spacing between the closest wires. With this coil, only 21 A
are needed to generate the same 1 mT step field, 48 A less. The wire paths for one of the
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two identical plates of the 2D MAMBA coil is shown in Fig. 6.29 (a), and (b) shows the
magnetic field generated when 21 A flows in the coils on both plates in the z = 0 plane.

Figure 6.29: a) Wires of the IBEM 2D MAMBA coil (red wires indicate reversed current
flow with respect to blue and only every other wire is shown) and b) the magnetic field
generated by 21 Amps in the coil with 1mT contour spacing, overlaid with the the ROUs
(red squares).

It is unlikely that the final coil built in Ref. [227] will be capable of producing an
average magnetic field error of less than 1.9%. If β, the resistance minimisation parameter,
is increased in this design, the ∆Bz will increase but less current would be required for the
same field strength, and the wire-paths would become less complex.
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6.13 Discussion

The shoulder-slotted insert gradient and shim coil set presented in § 6.1 is the first practical
example of the IBEM, and it is one that is fully worked from concept to production. 2D
meshing software was employed to generate the meshes which were converted to 3D by
employing cylindrical coordinates. Because of this meshing method the circular boundary
condition in φ needs to be enforced by making the nodes on the φ = ±π boundaries the same
and by assigning adjacent elements from either side of the φ = ±π divide to these nodes.
This meshing method may be responsible for some small reduction in the performance of
these coils over the newer meshing techniques. 3D Studio MAXr (Autodeskr, Inc., San
Rafael, CA, USA) was used to generate the meshes for all the other examples in this section,
as it provides an intuitive 3D interface, and complete control over the elements and nodes
of the surface, without which it would be extremely difficult to build the meshes for the
non-cylindrical and complicated coil geometries addressed in other sections of this chapter.

The results obtained from measuring the magnetic field that the coils generate with
a magnetometer agree very well (values are all within 5% and most are ∼1% different)
with Biot-Savart integration over the wire-paths generated by the IBEM. The efficiency is
increased by reducing the radii of the coils, but this is partially mitigated by the removal
of sections to accommodate the shoulders of subjects. It is worth noting that it may be
possible to equalise the performance of the X- and Y-gradient coils by rotating them by 45◦

about the z-axis, but this would increase the complexity of imaging with such coils. The
self-inductances simulated in FastHenry c© agree less well with the values measured directly
with an inductance meter, but are all within 20% apart from the Z2 shim coil which is 33%
lower than expected. The simulated resistances are considerably different to the simulated
values. The discrepancies between the simulated and measured impedances is thought to
arise from the addition of the soldered connecting wires between loops, return paths in and
out of the coil and the widely varying wire cross-section necessary of the abrasive water-jet
cut copper plates.

We have also demonstrated that it is possible to force the stream-function to specific
values within the surface using the IBEM. This is done for the X2-Y2 shim coil to prevent
wires from crossing boundaries at φ = ±3π/4 and ±π/4. The challenges of engineering
the shoulder slotted coils, particularly potting the coil in resin, were overcome by the ex-
perienced engineers at Magnex Scientific Ltd. (now part of Varian Inc., Yarnton, Oxon.,
UK).

The coil design examples in § 6.2 and 6.4 are theoretical evaluations of the improvement
in performance that can be obtained with the IBEM over the more restrictive finite-length,
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truncated sinusoidal basis-function methods [172, 178]. Restrictions on the form of the
stream-function at the interface between surfaces are removed with the IBEM and the
FOM’s of the coils are consequentially increased. This increase in performance is greater
for transverse dome gradient coils than for Z-gradient coils since the ψ = 0 constraint at
the surface interfaces are more limiting. For these coils a significant performance increase
is also observed with the ultra-short X-gradient coil as the prescription that ψ must be the
same at the end of the shield surface as the end of the primary is no longer required.

Nerve stimulation in the body is reduced with head-only gradient coils, so it is possible
to employ stronger and more rapidly switched magnetic field gradients. The ultra-efficient,
shielded dome gradient coils described in § 6.3 represent an attempt to design insert, head
gradient coils with the highest possible performance by placing the current carrying surface
as close as possible to the head. To meet this goal, the coil surface was made highly asym-
metric, and this example shows that the IBEM is capable of designing coils on surfaces with
low symmetry. This asymmetry is used to help design gradient coils of high efficiency, but it
causes some difficulty with building such a coil for imaging. Here, a half-scale prototype was
constructed using a rapid prototyping technique [213], but a different fabrication technique
would need to be identified to produce a practical full scale coil for imaging. The magnetic
field distribution, efficiency, and inductance values of the prototype X-gradient coil were all
found to be in very good agreement with the simulated values.

Section 6.5 gives details of the design of 3-axis gradient coils (with a Z0 shim coil) with
a central gap. These were designed for combined PET-MRI, but may also be applicable to
other multi-modal MR applications. It was necessary to incorporate an annular surface in
the design of transverse gradient coils for this application to produce coils with adequate
performance, but the engineering challenges of also incorporating annular surfaces for the
Z-gradient and Z0 shim coils were too great. The lack of an annular surface makes them
difficult to design, especially the Z0 shim coil whose shielding is poor when compared to a
coil with no gap.

A 3-axis gradient coil set was designed with the IBEM on a single layer in § 6.6 similar
in concept to some previous work [181, 216]. It was impossible to design a good Z-gradient
with two cylindrical surfaces at the ends of the coil so an additional small cylindrical region
was provided at the centre. This example shows how different coils benefit from being built
on particular parts of a surface. If these areas are not provided it becomes very difficult
to design a coil. The FOMs of the X-, Y- and Z-gradient coils were approximately halved
compared to a conventional 3-layer equivalent gradient coil set. This method is applicable
to all gradient and shim coils, for example, the ZX and ZY shim coils may be built on the
same layer. This may be beneficial for systems in which little radial space is provided for
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the gradient and shim coils. The performance of such coils is however inevitably lowered.
In § 6.7 the constant stream-function edge constraints imposed in all other examples

were removed for some of the edges of this surface. This was done to design an openable
Z-gradient coil without including any of the return paths in the design. The performance
of this coil is 37.6% greater than a coil which was previously designed using simulated
annealing [217] on the same surface with no return-paths included.

A different arbitrary geometry method was previously used to design a bi-radial ZY
shim coil, which had a predefined set of possible wire positions [147]. We mimicked this
work with the IBEM and demonstrated the improvement that can be gained by allowing
the current to flow in any direction on the surface. This demonstrates the ability of this
method to design shim coils with magnetic fields that conform to spherical harmonics with
orders higher than 1 on an asymmetric surface.

In § 6.9 a novel approach to gradient coil shielding is given within the IBEM framework.
We alter the optimisation functional (§ 5.2.8) to allow the field in the ROU to be finite
as long it is of the same form as a target magnetic field, Eq. (6.9.1). The functional is
constructed in such a way that the scale of the inevitable canceling field produced by the
shield coil in the ROU is minimised as part of the optimisation process. This concept
is similar to the residual eddy current effect (RECE) work of Shvartsman et al. [172],
although it is not the eddy currents that are considered here. Choosing the right radius
on which to place the shield is important, and obtaining the maximum field cancellation
in the ROS is difficult. It involves altering the number of contours of the stream-function
on the shielding surface to get as close as possible to full shielding. Then, by altering the
self-inductance/resistance minimisation parameters, α and β, the magnitude of the shield
field can be finely adjusted to maximally annul stray fields from any primary coil.

The examples in § 6.9, 6.10, 6.11, 6.12 all involve the design of coils with target magnetic
fields that do not conform to the shape of low order spherical harmonics. Together they
demonstrate the ability of the IBEM to design coils that generate asymmetric magnetic
fields. Also, the PC shim coils and the 2D MAMBA coil demonstrate an inherent limita-
tion of designing coils that generate target magnetic fields, in that high spatial frequencies
in the magnetic field are difficult and sometimes impossible to generate. The high spatial
frequencies present in the target magnetic fields of the PC shim coils may limit the practi-
cality and ability of this concept although the simulations in § 6.11.1 show a considerable
reduction in the magnetic field inhomogeneity in the heads of the 11 subjects. Certainly,
these coil greatly benefit from being positioned as close to the ROU as possible. Figure 6.27
demonstrates the sensitivity of this shimming technique to misalignment of the head relative
to the coils in the z-direction. If the principal component coils are used in conjunction with



CHAPTER 6. EXAMPLES OF IBEM COIL DESIGN 140

the 1st order spherical harmonic shim coils, a lower RMS residual field is always achieved.
Since orthogonality between the PC shim coils and the gradient coils of the system is not
prescribed, it may be useful to employ mutual-inductance minimisation with the gradients
when designing such PC shim coils to ensure that the gradient do not induce currents in
them during imaging by inductive coupling.

6.13.1 General Observations

The majority of the calculation time for the IBEM is needed for evaluation of the matrices
that govern the self-inductance, resistance, magnetic field, and torque of the system in terms
of the basis-functions. The time required to calculate the matrix data of a variety of coils
with varying numbers of nodes, N , on the same computer, an AMD OpteronTM 2.2GHz
processor with 4GB RAM available, was collated and power law regressions of the form
t = aNp (t = aNpKq in the case of the cn(r) matrix) were performed. Figure 6.30 is a plot
of the Lmn and Rmn calculation times as a function of the number of nodes in the surface,
N . Equations (6.16), (6.17), (6.18) and (6.19) give the power law dependencies of the Lmn,
cn(r), Rmn and Mx,My,Mz matrices in terms of N and the number of target magnetic
field points, K. Equations (6.16) and (6.18) are shown in Fig. 6.30, and illustrate that, in
general, the inductance matrix requires the largest proportion of the total calculation time
to generate.

tLmn = (5.4× 10−8)N2.23 hrs (6.16)

tcn(r) = (3.8× 10−10)N1.82K1.02 hrs (6.17)

tRmn = (1.5× 10−9)N2.54 hrs (6.18)

tMx+My+Mz = (1.2× 10−9)N2.05 hrs (6.19)

The coils in this chapter constitute a wide array of coil geometries and target magnetic
field variations. The results demonstrate that using the IBEM a coil may still be designed
when both are highly asymmetric. Figure 6.31 further illustrates this ability by showing the
wire-paths for a) an X-gradient coil designed on the surface of a teapot, and b) a shielded Z-
gradient coil on the surface of a mug. The current carrying surface and the target magnetic
field cannot be completely arbitrary however. There must be enough surface, and in the
right place with respect to the ROU, to reproduce the target magnetic field adequately. Also
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Figure 6.30: Calculation times for the Lmn (blue +) and Rmn (green ×) matrices as a
function of N with the power law regression curves (red lines).

the target magnetic field must possess spatial frequencies below that which the geometry
allows or they will not be reproduced by the discrete wires of the coil.

Figure 6.31: It’s time for tea! Examples of a) an X-gradient coil on a teapot-shaped
surface, and b) a shielded Z-gradient coil designed on the surface of a mug.

6.13.2 Future Work

Some coil designs that may be useful that have not been tried so far with the IBEM are:

(A) Gradient coils that are constructed from a multitude of planar annular surfaces. This
idea is similar to the work of Bowtell and Peters [228]. It may be able to generate
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very high magnetic field gradient strengths and good shielding by utilising all the 3D
space available for it in the bore of a scanner.

(B) The PCA analysis may be improved upon by obtaining data from a much larger and
more varied sample of subjects to derive the principal components. Also, defining
a surface that is as close to the head as possible while still allowing access for most
subjects will result in an improved representation of the target magnetic field by the
coil.

(C) Some interest has been shown in creating multiple region gradient coils where a gra-
dient is generated in different regions, like the Z-gradient coil in § 6.10. It may be
possible to expand upon this concept and design gradient coils with more ROUs than
2 [229]. Also, coils similar to the MAMBA coils § 6.12, may be improved further
with this method. This could be potentially useful for multiple simultaneous NMR
experiments and multiple simultaneous animal imaging.

(D) Multiple region gradient coils have been proposed for fast imaging in conjunction with
parallel RF coils [230]. It is possible to separate out two regions that are encoded at
the same frequency using the sensitivity profile of the parallel RF coil array and
reconstruction techniques.

There are also several improvements that could be made to the coil design software.
Peeren [180, 204] demonstrated the possibility of using elements that are not triangular
in geometry. The most interesting prospect is to employ circularly symmetric elements to
construct meshes. This reduces the dimensionality of the parameterised surface from 2 to 1,
and consequently greatly reduces the number of basis-functions, thus the calculation time
should be reduced dramatically. This will also result in considerably smoother wire-paths,
with little or no artefacts from the mesh. Clearly, elements of this shape are not applicable
to geometries that are not circularly symmetric.

In addition to all the physical properties of the coil that are parameterised in this work
(§ 5.1.4 to 5.1.8) , the residual eddy current effect (RECE) [172], may be parameterised
by generating an intermediate matrix that would transform the cn(r) into a new matrix
reflecting the effect of the eddy currents in nearby conducting surfaces immediately after
switching the coil. A term may then be added to the functional minimised in the coil design
in a similar way to that which is used in § 6.9 and in Eq. 12 in Ref. [172] to allow the
magnetic field in the ROU to be altered by the eddy-currents, but only with a magnetic
field that is of the same shape as the target magnetic field. These eddy currents can then
be compensated for with gradient pre-emphasis § 3.3.1 [92, 93]. Implementing the RECE
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in the IBEM would additionally require modelling and meshing the eddy-current surfaces.
It should be feasible to incorporate the induced electric field inside the body into the coil
design optimisation process to minimise peripheral nerve stimulation.

A further improvement that could be made to the software is to integrate it better with
the 3D meshing software, and to give it a front-end. 3D Studio MAXr is a sophisticated
program that is controllable by its own language. It may be beneficial to write MACROs
for it to automatically generate the geometry of the system, especially for designing many
coils of a similar geometry.

It is clear that it is possible to design coils of almost any geometry using the IBEM, but
it is also clear that it would be impossible to generate a specified magnetic field by providing
a very small current carrying surface for the coil. There is a tradeoff between the accuracy
with which the magnetic field is represented by the coil, and the size of the current bearing
surface. The minimum wire spacing, desired efficiency, inductance, resistance etc. are all
involved in this tradeoff. It would be interesting to analyse this tradeoff in some way so
as to obtain a method to predict whether a particular coil is possible to design, and what
performance one could expect, before meshing it, calculating the matrices, and adjusting
the coil design parameters to try and obtain a satisfactory coil. The condition number,
κ, of the Z matrix (Eq. (5.48)) which contains all the information about the geometry of
the system and α, β and γ, may characterise the ease with which a particular coil may be
designed. κ is high for an ill-conditioned matrix, which in turn is a consequence of a poorly
posed-problem. It is known that κ has a linear relation to both α and β for the range of
values for which a useful coil is produced. The size of this linear region may determine the
range of values of α and β that may be used for a particular geometry.



Chapter 7

Parcellated Dynamic Shimming

7.1 Introduction

The principles of shimming for removal of magnetic field inhomogeneity and the need for
improved shimming methods, such as dynamic shimming [66–68], for high-field MRI were
discussed in Chapter 3.

In the work described in this chapter we expand upon the dynamic shimming concept
and propose parcellated dynamic shimming, in which the shimming sub-volumes are no
longer slices, but cuboids [222]. This further reduces the spatial extent of the sub-volumes so
that the magnetic field inhomogeneity, ∆B0 is better approximated with a limited number
of spherical harmonics (§ 2.2). We test this hypothesis by simulation of the parcellated
shimming procedure using magnetic field maps of the heads of 11 subjects.

7.2 Methods

7.2.1 Magnetic Field Inhomogeneity Data

Head field data were acquired using a two-echo, 3D gradient-echo sequence, with echo times
TE1 = 2.2ms and TE1 = 20.0ms on a Phillips 3T Achieva MRI scanner. Each data set took
less than 2 minutes to acquire. The phases, φ, of the two echoes were phase unwrapped
[231], then subtracted and scaled to yield maps of the magnetic field offset, ∆B0, in Tesla
(T) using Eq. (7.1).

∆B0 =
φTE2 − φTE1

γ(TE2 − TE1)
(7.1)

where γ = 267.5 × 106 s−1T−1 is the gyromagnetic ratio. This is then expressed in
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parts-per-million (ppm) of the static magnetic field, B0, which, in this case is 3T. Eleven
such ∆B0 data sets were acquired from consenting, healthy volunteers with 2 mm isotropic
resolution with a matrix size of 96 × 96 × 66, which was zero padded to 96 × 96 × 96 for
convenience.

Magnetic field maps of each shim coil were generated by calculation of the appropriate
spherical harmonic on the same matrix of points as the field data, B (r). Such maps may
also, and more accurately, be obtained by directly mapping the field generated by actual
shim coils. Previous work [183] provided scalings for the shim coil efficiencies based on
an insertable gradient and 2nd order shim coil set, § 6.1. The coils were designed using a
distributed wire pattern, arbitrary geometry technique § 5 [160, 181] to have high efficiency
and low inductance because the currents in the shim coils will need to be switched rapidly.
The coil efficiencies, η are given in mTm−nA−1 in Table 7.1, where n is the order of the
coil.

Shim {Order, Degree} Field Efficiency, η
Type {n, m} Equation (µTm−nA−1)

Z0 {0, 0} 1 9.1
Z {1, 0} z 121
X {1, 1} x 100
Y {1, -1} y 119
Z2 {2, 0} z2 − 1

2

(
x2 + y2

)
340

ZX {2, 1} 3zx 360
ZY {2, -1} 3zy 411

X2-Y2 {2, 2} 3(x2 + y2) 181
XY {2, -2} 6xy 252
Z3 {3, 0} z3 − 3

2z
(
x2 + y2

)
-

Z2X {3, 1} 3
2x
(
4z2 −

(
x2 + y2

))
-

Z2Y {3, -1} 3
2y
(
4z2 −

(
x2 + y2

))
-

Z(X2-Y2) {3, 2} 15z
(
x2 + y2

)
-

XYZ {3, -2} 30xyz -
X3 {3, 3} 15x

(
x2 − 3y2

)
-

Y3 {3, -3} −15y
(
y2 − 3x2

)
-

Table 7.1: Shim field equations and efficiencies for shim coils up to 3rd order. Here n and
m are the order and degree of the spherical harmonic. The 3rd order shim coil efficiencies
are not required for any calculations in this work.
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7.2.2 Global Shimming

The shim currents, Ishim, required for shimming can be obtained by pseudoinversion, †, of a
matrix describing the shim fields, Bshim

0 , multiplied by the field required to maximally null
∆B0

Ishim = −∆B0

(
Bshim

0

)†
(7.2)

where Ishim =
[
I{0,0}, I{1,0}, I{1,1}, . . . , I{n,m}

]
and

Bshim
0 =

[
B{0,0}

0 ,B{1,0}
0 ,B{1,1}

0 , . . . ,B{n,m}
0

]
. I{n,m} is the current to be passed through the

shim that produces the spherical harmonic with order n and degree m, and B{n,m}
0 is the

magnetic field generated by passing 1 Amp current through the {n,m} shim coil at the set
of measurement points.

7.2.3 Dynamic Shimming

Equation (7.2) is solved separately for each imaging slice in dynamic shimming [66]. The
calculated currents are applied to the shim coils for the time period in which the appropriate
slice is being imaged. Therefore ∆B0 and Bshim

0 only contain magnetic field values of the
slice that is to be calculated.

∆B0 becomes essentially two dimensional in dynamic shimming. This means some shim
fields become degenerate. For example, in dynamic shimming where axial slices are acquired
and shimmed individually, z is treated as constant throughout the sub-volume and therefore
the Z0 shim and Z-gradient, the X-gradient and ZX shim and the Y-gradient and ZY shim
become degenerate. Through-slice gradients can still detrimentally affect the quality of the
image. A magnetic field variation through the slice will cause dephasing and signal loss.
The issue of shim degeneracy and through-slice linear gradients for oblique slices has been
discussed by Koch et al. [232].

7.2.4 Parcellated Dynamic Shimming

Equation (7.2) is solved for each sub-volume in parcellated dynamic shimming, but now
∆B0 and Bshim

0 contain values from a small cuboidal region. Both global shimming and
dynamic shimming are special cases of parcellated shimming; global shimming simply has
one shimming sub-volume with the same extent as the imaging volume, and dynamic shim-
ming has a shimming sub-volume with 2 dimensions the same as the imaging volume, and
the other is 1 voxel thick.
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In this work we investigate how the geometry of the shimming sub-volume affects the
efficacy of the shim. To characterise the geometry of the sub-volumes we introduce a
dimensionless parameter we call the “compactness” of the sub-volume and represent it with
the symbol C

C =
3
√
V√
SA

(7.3)

where V is the volume which the shimming sub-volume occupies, an important parame-
ter in its own right, and SA is the surface area of the sub-volume. C has the property that
it is large for sub-volume geometries that are compact, such as a cube, and small for flat
geometries with large extent, such as a thin slab.

We introduce the efficacy of shimming, ε, as a percentage that describes how much of
∆B0 has been annulled due to shimming, and is given by

ε =
σpre − σpost

σpre
× 100 (7.4)

where σpre is the root-mean-squared (RMS) magnetic field value before any shimming
has taken place, and σpost is the RMS residual magnetic field after the shim has been
performed

σpre = ||∆B0|| (7.5)

σpost = ||∆B0 − IshimBshim
0 || (7.6)

where ||.|| denotes the l2-norm.

7.2.5 Parcellation Schemes

The way in which the whole volume is sub-divided is referred to as the “parcellation scheme”
and is defined by the dimensions of the sub-volume. For instance, for the data analysed
here, dynamic shimming with axial slices may be termed the 96 × 96 × 1 scheme, and
a more compact parcellation scheme may be 24 × 24 × 16. These two schemes have the
same volume, V = 9216 voxels (or 73728 mm3), but a compactness C = 0.153 and 0.404
respectively. In this work we chose that any dimension could be sub-divided into 1, 2,
3, 4, 6, 8, 12, 18, 24, 32, 48, or 96 parts. If the scan size is not conveniently factorised,
it may simply be cropped or zero-padded to a convenient size. We also prescribed that
the minimum volume for a parcellation scheme is 9216 voxels. There are consequently 313
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Figure 7.1: Sub-volumes of possible parcellation schemes of a 96 × 96 × 96 voxel region
that contain 9216 voxels. These may be rotated to obtain other schemes. The full volume
is also shown.

different possible parcellation schemes that conform to these criteria with volumes ranging
from 9216 to 884736 voxels and compactness values from C = 0.153 to 0.408. For all these
parcellation schemes we simulate 1st, 2nd and 3rd order shimming, and record the resulting
efficacy, ε, for all 11 subjects. Figure 7.1 shows the shapes of all the parcellation schemes
containing 9216 voxels, and the full imaging volume.

A convenient way to categorise the 313 different parcellation schemes is to consider the
number of dimensions of the full imaging volume that the sub-volume fully spans. Clearly,
the global shimming (96 × 96 × 96) scheme spans the imaging volume in all 3 dimensions
(shown as yellow in Fig. 7.1), and all the dynamic shimming schemes span 2 dimensions
(red in Fig. 7.1). 195 of the 313 schemes have just one full dimension (green in Fig. 7.1),
and the remaining 114 have no dimensions that span the whole imaging volume (blue in
Fig. 7.1). Parcellation schemes in which the sub-volume spans at least one dimension of
the whole volume are likely to be more straightforward to implement practically.

7.2.6 Current Constraints

The simulations discussed so far have not considered the current restrictions that are in-
evitably present in a real system. Shim coils possess a resistance, and the amount of current
that can be passed through them is limited by the heating effect and the capabilities of the
power supply used to drive them. This in turn limits the magnitude of the spherical har-
monic that a particular shim coil is capable of generating. Simply truncating the current to
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the maximum allowed if the calculation prescribes a greater than possible current leads to
a non-optimal shim; it is better to take into account the current limitations when solving
Eq. (7.2) [58]. Here we have simulated the effect of placing a restriction on the amount
current available, Imax, on ε for a few different parcellation schemes when considering up
to and including 2nd order shims (Table 7.1). This is done using the lsqlin function in
Matlabs Optimisation Toolboxr, which uses a subspace trust region method based on the
interior-reflective Newton method as described in Ref. [233].

7.3 Results

The comparison between the efficacy of global shimming, axial, coronal, and sagittal dy-
namic shimming, and the best performing parcellation scheme averaged over all 11 subjects
is shown in Fig. 7.2. This figure shows the results for shimming with all shim terms up to
1st order, 2nd order, and 3rd order, and the error bars on the graph indicate the standard
deviation over all subjects.

Figure 7.2: Efficacy of shimming, ε, (Eq. (7.4)) for global, dynamic, and best parcellated
shimming schemes averaged over all 11 subjects. Results for 0th, 1st, 2nd, and 3rd order
shims terms sets are shown as well as error bars indicating the standard deviation of ε over
all subjects.

Figure 7.3 shows ε against C for all parcellation schemes that contain 9216 voxels per
sub-volume and Fig. 7.4 shows the efficacy of shimming against the cube-rooted volume of
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the sub-volume parcellation scheme, 3
√
V . Fig. 7.4 illustrates that the average ε of schemes

with a particular volume increases with decreasing volume. The way in which constraining
the current in the shims, based on the shim coil efficiencies in Table 7.1, affects the efficacy
of shimming for 2nd order shimming with the parcellation schemes; 96×96×96, 96×96×1,
96 × 12 × 8 and 48 × 24 × 8 is demonstrated in Fig. 7.5. These are the best performing
schemes with 3, 2, 1 and 0 dimensions that span the full imaging volume. A range of
logarithmically spaced current limits were used from 0.001A to 10A.

Figure 7.3: ε versus C for 2nd order parcellated dynamic shimming for schemes containing
9216 voxels per sub-volume. Those with 2, 1 and 0 dimensions that span the whole imaging
volume are show in red, green and blue respectively, and some potentially useful schemes
are labelled. Linear regression lines are plotted for all the data (solid line) and just for those
schemes with 1 or 2 full dimensions (dashed).

As an example, axial, coronal and sagittal anatomical, and field map images as well as
histograms of ∆B0 in one subject are shown in Fig. 7.6. It demonstrates the homogene-
ity improvement that can be gained by using dynamic rather than global shimming, and
furthermore the improvement of parcellated versus dynamic shimming.

7.4 Discussion

Shimming on small cuboidal regions provides the means to obtain more artefact free imag-
ing data than global or dynamic shimming by reducing the magnetic field inhomogeneity
further. However, the implementation of an imaging protocol that is compatible with par-
cellated dynamic shimming has yet to be demonstrated. With echo volumar imaging (EVI)



CHAPTER 7. PARCELLATED DYNAMIC SHIMMING 151

Figure 7.4: The shimming efficacy versus the cube-root of the volume of the parcellation
sub-volume.

[234] it is possible to acquire data from small cuboidal regions, but the excitation of such
a region is problematic. Preferably, the shimming, excitation, and acquisition protocols
should be compatible and introduce no extra time penalty, reduction of signal-to-noise
(SNR) or loss of sensitivity to functional activity over established methods for high speed
brain imaging.

Applying saturation pulses [235] to areas outside the sub-volume to be imaged would
require the magnetisation in suppressed regions to recover to equilibrium before being im-
aged. With careful ordering of sub-volume acquisition, any time penalty caused by this
may be reduced, but this solution is far from practical. It has been shown that arbitrary
3-dimensional shaped regions can be excited using 3D spatially-selective tailored radio-
frequency pulses (3D SSTRF) [76, 77, 79]. Such pulses tend to be long in duration and
cause off-resonance issues which have been addressed in the cited works. Also, using EVI,
with no image dimensions that span the full imaging volume means that there will need to
be an increased number of acquisitions, which will increase the scan time. Therefore, if 2D
SSTRF [236] pulses are used to excite a rectangular column, the 3rd non-spatially selective
excited dimension, could be used as the frequency encoding direction, thus preserving the
short time of the scan. This is the reason for distinguishing between parcellation schemes
with 1 and 0 full dimensions, as only those with a full dimension are compatible with time-
efficient scanning of the volume without use of 3D RF excitation. The time needed for a
2D SSTRF is less than for a 3D pulse, but is still significantly long. The time required for
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Figure 7.5: The shimming efficacy as the maximum absolute current limit is altered for
the schemes; 96× 96× 96, 96× 96× 1, 96× 12× 8 and 48× 24× 8.

these 2D and 3D SSTRF pulses may be dramatically reduced by using parallel transmission
techniques (such as transmit SENSE) [237].

The gradients and shims with variations in the slice-select direction become degenerate
in single slice dynamic shimming schemes. This reduces the number of shim terms available
for shimming. However through-slice linear gradients may still cause signal loss in images.
This can be ameliorated by taking into account the adjacent slices to the imaging slice and
applying a gradient that is the inverse of the average through-slice gradient. This will only
correct the average through-slice gradient, any variation of the gradient across the slice
cannot be corrected.

The data represented by Fig. 7.2 indicates the improved efficacy of shimming that
is achieved with parcellated dynamic shimming over other methods. It also shows the
improvement that can be gained from employing higher order shim terms. Interestingly,
the performance of the 48 × 24 × 8 parcellated dynamic shimming with linear shim terms
is approximately equal to that of dynamic shimming with up to 3rd order shim terms.
This result makes parcellated dynamic shimming a very promising technique since it may
achieve very good shimming with little or no additional hardware. However, it would require
increased complexity of data acquisition.

Figure 7.3 shows a clear trend between the compactness, C, of the sub-volume and the
efficacy of shimming, ε. However, over the 11 subjects used in this study, the parcella-
tion scheme that performed best was that with sub-volume dimensions 48 × 24 × 8 where
C48×24×8 = 0.357. It was not the best scheme for all the subjects, but overall performed
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Figure 7.6: Anatomical images showing the slice positions and maps of the magnetic field
offset in sagittal, coronal, and axial slices of one subject before and after 2nd order shimming
with 96× 96× 96, 96× 96× 1 and 48× 24× 8 parcellation schemes. Histograms and RMS
values of the magnetic field offset for each scheme are also shown.
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most efficiently. This fact that the best scheme is not the most compact indicates that
the choice of resolution, field of view (FOV) and the specific morphology of ∆B0 for each
subject are important factors in determining which parcellation scheme performs best. The
excellent performance of the 48× 24× 8 scheme suggests that segmenting into many parti-
tions in the z-direction (inferior-superior) is more important than for other directions. This
is also supported by the fact that axial dynamic shimming out-performs the coronal and
sagittal versions, and also since the static magnetic field, B0, is oriented along the z-axis
and field distortions are generated in the inferior frontal cortex, superior to the sphenoid
and ethmoid sinuses, and the inferior temporal cortex superior to the external auditory
canal and mastoid air cells. ∆B0 generally exhibits reflectional symmetry about the central
sagittal slice, which is one possible reason that schemes which only divide the x-direction
into two halves perform well. Also, parcellation schemes that have one dimension span-
ning the imaging volume in the x-direction generally outperform those with one dimension
spanning the y- or z-directions.

If the parcellated dynamic shimming method is considered to be a generalisation of global
and dynamic shimming, a further generalisation could be conceived: a subdivision of the
imaging volume into cuboidal sub-volumes of varying size. With this approach, it may offer
some benefit to use large sub-volumes in areas of the brain where small variations in ∆B0

occur and to use smaller sub-volumes in other regions with higher ∆B0 intensity and spatial
frequency. It can be observed from the parcellated scheme field map images in Fig. 7.6 that
excellent shimming may be achieved by placing the boundary between adjacent sub-volumes
across an area of high field inhomogeneity, such as the inferior frontal cortex. An adaptive
mesh refinement (AMR) algorithm [238] based on the shape of the measured ∆B0 may be
able to decide the best arbitrary subdivision of the whole volume. Furthermore, employing
non-cuboidal, tessellating sub-volumes provides an even more generalised concept, and may
yield more efficient shimming, but combining these more generalised concepts with imaging
protocols would be very difficult indeed.

The shimming efficacy measure, ε, is a good parameter for estimating the resulting
reduction in ∆B0 and therefore any imaging artefacts due to ∆B0. It is not possible,
however, to achieve ε = 100% since some noise and errors are present in the field maps.
Noise in the field maps may simply arise from random noise in the phase data received from
the scanner. More significant errors in the field map occur from chemical shift differences of
tissues in the body, flow, incorrect masking of the brain region, and most significantly here
from the phase-unwrapping algorithm. The phase-unwrapping algorithm used in this work
[231] first unwraps each slice of the data sequentially and then unwraps in the 3rd dimension.
Any unconnected brain regions within a slice may not have consistent unwrapped phase and
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therefore result in erroneous ∆B0 values in that region.
Figure 7.5 shows the way in which limiting the current in the shims alters ε. It is evident

that ε begins to reduce earlier as the current limit is lowered for dynamic shimming com-
pared with conventional whole volume shimming and even more so for parcellated dynamic
shimming. This indicates that for these schemes more intense shim fields are required if
they are to achieve their full potential. If the currents were simply truncated to their max-
imum values the advantage of using parcellated and dynamic shimming may be lost, and it
is therefore essential to take these limits into account when calculating the shim currents.
The level of the current limit is dependant on the properties of the gradient and shim coils
and the power supply with which they are driven and may not be the same for all the shims.

7.5 Conclusions

The primary aim of this work is to show that parcelled dynamic shimming provides a more
effective method than conventional multi-slice dynamic shimming in reducing the magnetic
field inhomogeneities in the head. This has been achieved by simulated shimming of 3D
magnetic field inhomogeneity maps obtained from 11 subjects with a double, gradient echo
field mapping sequence. The efficacy of shimming was calculated as a percentage of the root-
mean-square field offset before and after shimming where, using up to 2nd order shim terms,
global (whole volume), dynamic, and parcellated dynamic shimming achieved efficacies of
63± 16%, 73± 10% and 84± 6% respectively.

The results obtained in this work indicate that far greater improvements in magnetic field
homogeneity, and therefore susceptibility-induced artefacts reduction, can be gained from
implementing parcellated dynamic shimming than the improvement that can be gained from
adding more orders of shim coils to systems while employing global or dynamic shimming.
It additionally shows that parcellated dynamic shimming with just linear shim terms can
perform as well as conventional dynamic shimming using up to 3rd order shim terms. This
reduces the need for additional hardware which is not currently supplied with MRI scanners,
at the expense of increased complexity of data acquisition.

While this work has entirely focussed on homogenising the magnetic field generated by
susceptibility differences of tissues inside the human head, it is a general technique that
could be applied to other parts of the body, or to other animals or situations entirely.
The motivation for this focus was to minimise the sensitivity losses in functional studies
of brain activity, and to provide distortion and artefact free anatomical reference images,
particularly at high static field strengths (& 3T) where these effects become increasingly
severe.



Chapter 8

Conclusions

8.1 Summary

In this thesis I have discussed the problem of making an intense magnetic field highly
homogeneous within objects of inhomogeneous magnetic susceptibility, such as a human
head. This problem is motivated by the requirements of magnetic resonance imaging (MRI)
for very high field homogeneity. In particular, with the current trend in MRI for ever
higher magnetic fields, the magnetic field inhomogeneities generated as a result of different
magnetic susceptibilities within the human body become more intense and problematic.
The signal-to-noise ratio (SNR) of MRI increases with static magnetic field strength and
functional MRI (fMRI), which is used to detect the haemodynamic response associated
with increased local neuronal activity, benefits from this SNR increase. It also benefits
from the increased T ∗2 contrast afforded in high-field systems. fMRI relies on echo-planar
imaging (EPI) which is highly sensitive to magnetic field inhomogeneities because of its
long data acquisition time, which counteracts some of the benefit of performing fMRI at
high-field. Other applications of MRI that benefit from the increased SNR at high field are
also detrimentally affected by susceptibility induced magnetic field inhomogeneity.

I have discussed the many approaches that have been proposed to make the magnetic
field more homogeneous, and to reduce its effect on MR images. The work of this thesis
has focussed on trying to implement dynamic shimming as this approach appears to be a
powerful solution and tackles the cause of the problem rather than treating the symptoms.
The standard (available on all MRI scanners) shimming method is to adjust the current in
a set of shim coils that each generate a different spherical harmonic shaped magnetic field
to cancel maximally the magnetic field inhomogeneity present in the object being scanned.
Dynamic shimming is more effective since it permits a different set of shim currents to be
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applied for each slice of a multi-slice data acquisition. The 2nd order shim coils that most
scanners are currently equipped with tend to have high inductances, and therefore it takes
too long for the current in them to be altered between the acquisition of successive slices.
This means that the implementation of dynamic shimming requires the availability of new,
low-inductance shim coils and their integration with other scanner hardware. In addition,
low-latency control hardware must be provided to apply the shim currents to these coils
dynamically.

In this thesis a set of insertable, head gradient and shim coils for dynamic shimming
have been described. The coil set was made to be insertable because of the desire to use
the gradient and shim set in 3 different MRI scanners (Philips Achieva 3T, Intera 7T and
Nottingham-built 3T) with different bore diameters and RF coil sizes. The radial size
restriction meant that the shoulders of the subject had to be accommodated by the coil set.
Here we incorporated rectangular slots in the geometry for the shoulders. The asymmetry
of this design required the use of an inverse boundary element method (IBEM) for gradient
and shim coil design. This IBEM was used to design the shoulder-slotted, insert head
gradient and shim coil set which was subsequently built and tested at 3T.

The versatility of the IBEM was extended by incorporating 3D Studio MAXr (Autodeskr,
Inc., San Rafael, CA, USA), a powerful 3D graphics package with complete control over the
construction of meshes, and a 3D contouring algorithm. Current-carrying, magnetic field
generating coils of widely varying geometry were designed using this approach demostrating
the power of the IBEM. These include a set of shielded, dome-shaped head gradient coils
with very high efficiency, a very short shielded gradient coil set with flared ends, a set of
gradient coils with a central gap for combined PET/MRI, a 3-axis gradient coil set on a
single surface, an openable Z-gradient coil, a bi-radial shim coil, retro-fitted active mag-
netic screening for existing coils, a multiple region gradient coil, a set of shim coils based
on a principal component target field basis-set and a coil that generates multiple regions
of uniform field offset with different intensities for simultaneous acquisition from multiple
regions. Using the IBEM rather than conventional coil design methods generally resulted in
an increase in coil performance due to the removal of constraints on the form of the current
density. The IBEM has also opened up the possibilities for coil design and has led to a
potentially useful, novel shimming technique that no longer uses spherical harmonics as its
basis set.

In this thesis I have also presented a novel technique called parcellated dynamic shim-
ming, which is a generalised version of dynamic shimming, in that it involves performing the
shimming process over cuboidal sub-volumes rather than slices. In this manner, the extent
of the region that is shimmed with the same currents is reduced. It has been shown by
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simulation that this method is significantly more effective at annulling the magnetic field
inhomogeneities in the heads of 11 subjects than conventional shimming or slice-by-slice
dynamic shimming. The performance of parcellated dynamic shimming with 0th and 1st

order shim fields was shown to be similar to that of conventional dynamic shimming with
up to 3rd order shim coils. This remarkable performance, if borne out by experiment, may
mean that no additional hardware will be required, since adjustment of the 1st shims can be
effected rapidly because the gradient coils of an MRI system are optimised for fast switch-
ing. However, this increase in performance, and potential reduction in the additional cost
from new hardware comes at the expense of increased complexity of acquisition. To acquire
the data within the parcellated shimming regime, it is proposed that echo-volumar imaging
(EVI) is used. This would have to be employed in conjunction with a 3D spatially-selective
excitation to avoid signals from outside the EVI acquisition region folding over into the
acquisition region. 3D spatially-selective RF pulses may be employed, possibly with the aid
of parallel transmission for rapid excitation.

8.2 Future Work

The insertable head gradient and shim set that has been designed and built during this
thesis may be useful in homogenising the magnetic field in high-field MRI scanners. The
first task is to integrate the coil set with the scanners. To make this coil set capable of
dynamic shimming is a considerable task. First, a reliable method of quickly acquiring field
map data from the object being scanned needs to be implemented. It has been seen that
the common FASTMAP [54, 55] and related method are subject to errors, and that a full
3D field map (§ 2.5.10) would be more robust. The next major difficulty is to turn the phase
data acquired into the optimum shim currents. This task needs to be accomplished rapidly
so as not to significantly increase the time of the scan. The method used here require phase
unwrapping, which can take some time. Alternative field mapping sequences that do not
require phase unwrapping [239] could be employed to speed up the generation of the 3D
maps of the magnetic fields. Computing the shim currents once the magnetic field data is
obtained is relatively rapid since the pseudoinversion can be performed in advance. Finally,
these shim currents need to be applied to the coils with a set of amplifiers that are able to
alter the current rapidly and accurately.

The parcellated dynamic shimming technique described in this thesis is a promising
method for high-field MRI. It has been shown by simulation to be highly effective at reducing
the magnetic field inhomogeneities caused by differences in magnetic susceptibility in the
head, but there are some significant problems that need to be overcome before it can be
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fully implemented. To begin it would be sensible to demonstrate its efficacy for 1st order
shimming since this means that extra hardware needed for 2nd order dynamic shimming
would not be required. Getting the right shim currents into the gradient coils is a problem of
modifying the scanner software to this effect. As a first step to demonstrating the efficacy
of parcellated dynamic shimming, echo-volumar imaging (EVI) needs to be successfully
implemented at 3 and 7 Tesla. The acquisition of small cuboidal volumes could be performed
adequately if outer volume suppression techniques can be used to saturate the magnetisation
from outside the cuboidal volume [235]. This would have disadvantages for performing the
parcellated shimming dynamically, but would allow the shimming and data acquisition
aspects of this method to be experimentally verified. To dynamically shim each sub-volume
between the EVI acquisitions, 3D spatially-selective radio-frequency (3DSSRF) pulses [76,
77, 79] may be of great use. These pulses are capable of exciting arbitrary shaped volumes
in 3D within the sample. However, 3DSSRF pulses tend to be complex and require too
long to execute. With the advent of parallel RF transmission [237], these pulses may
be dramatically shortened to a duration that would be compatible with common imaging
techniques, such as fMRI.

It would also be interesting to pursue the novel principal-component-shimming method
described in this thesis. The work carried out here showed by simulation that improvements
in the homogeneity of the magnetic field may be achieved with principal component (PC)
shim coils in conjunction with 1st order spherical harmonic shim coils. The effectiveness of
this method relies on the sample magnetic field map data, so it would be useful to use a
great many more magnetic field maps to perform the PC analysis. This method could be
demonstrated experimentally by designing and building a prototype set of PC shim coils and
writing software to calculate the PC shim currents. The benefit of this method over other
non-spherical-harmonic-based local shimming techniques is that it can be simply performed
during the set up of the scan and, providing the currents are calculated correctly, will only
improve the magnetic field inhomogeneity. A new coil surface geometry may need to be
found since these coils need to be placed very close to the head, and may cause discomfort.

The IBEM has been shown to be a very powerful technique, but it can be made more
powerful by several additions. First, since many coils are circularly symmetric in the az-
imuthal direction, a dramatic increase in calculation speed is achievable by incorporating
this symmetry into the shape of the boundary elements. This would also result in more
smooth wire paths. Second, additional terms may be included in the optimisation functional.
A term that minimises the effect of the eddy currents induced in a nearby conducting sur-
face on the field in the region of interest (ROI) can be incorporated into the design. It
has been shown previous to this work that gradient coils may be designed that allow eddy
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currents to be generated, but only in a way that generates transient magnetic fields in the
ROI that are of the same form as the gradient field and can be easily compensated for by
gradient pre-emphasis. Another term that could be included in the functional is one that
minimises the induced electric field inside the body, to reduce the effect of peripheral nerve
stimulation, which is currently limiting the slew rate of gradient coils. The method of de-
signing active magnetic screening for coils is an interesting one that it would be good to test
experimentally, by constructing such a coil. There are also a great many more possibilities
for coil design with the IBEM, which could be explored for a variety of applications, not
just in MRI.

8.3 Final Conclusions

Dynamic shimming is a method that has the potential to improve the quality of almost
all of the applications of MRI that benefit from the signal-to-noise ratio increase at high
(≥ 3 T) magnetic field strength. With the aim of implementing dynamic shimming, a set
of insertable gradient and shim coils with low inductance have been designed, constructed
and tested. An inverse boundary element method (IBEM) was employed to design these
coils, and was found to be a very powerful tool for designing current carrying coils that are
to generate a specified magnetic field. The way in which the IBEM was implemented in this
work allowed a variety of coils to be produced, illustrating the benefits of this coil design
method.

In addition, two novel shimming techniques have been developed. The first is parcel-
lated dynamic shimming, a generalisation of dynamic shimming in which the shimming
process is performed over small cuboidal sub-volumes of the whole volume. It has been
demonstrated by simulation that this method is considerably more effective at reducing the
susceptibility induced magnetic field inhomogeneity in the heads of 11 subjects than con-
ventional dynamic shimming. The second shimming technique is of the use of a set of shim
coils that generate a magnetic field variation derived from principal component analysis of
the magnetic field maps of many subjects. This method is capable of shimming out higher
spatial frequencies than is currently possible, and has been shown by simulation to only
improve the homogeneity of the magnetic field when used together with standard spherical
harmonic shimming techniques.
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Appendix A

Tables of Coil Properties

This appendix details many properties of the coils described in this thesis. It is intended
to serve as a way of presenting the data without putting it all in the main body of the
text, and to allow comparisons between all the coils to be simply made. Each table of this
appendix is split into four sections as outlined below.

Information about the coil design is given in the first section of the table such as a name
for the coil, the method used to design it, the geometry of the coil and a reference to where
it appears in the main body of the thesis. It also gives the type of coil, i.e. a Z-gradient,
and the order, n, and degree, m, of the spherical harmonic it is designed to produce. Not
all the coils in this thesis are designed to generate magnetic fields that conform to the shape
of spherical harmonics. The scale of the coil is given, which for cylindrical geometries is
the radius of the current carrying cylinder, but in cases where the surface is asymmetric it
is used as a measure that describes the approximate scale of the coil. The volume of the
region of uniformity (ROU), V , of the coil is given in m3. For coils that were not designed
with a method that prescribes a target ROU, such as the minimum inductance method §
4.4.3, an ellipsoid is fitted to the region over which the error in the magnetic field is less
than 5%. V is then equal to the volume of this ellipsoid. For methods that parameterise
the current density, the number of basis functions used in the parameterisation is given in
the first section of the table, as well as the number of target points used to prescribe the
form of the desired magnetic field.

The second section of the table lists the input parameters used to obtain the coil design.
These parameters commonly include the inductance and resistance minimisation trade-
off parameters, α and β. If the coil incorporates active magnetic screening, the shielding
weighting factor, γ, (e.g. § 5.2.8) is given. The number of turns or wire, Ncont, that are used
to approximate the continuous current density, is given. For coils designed with discrete
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methods, Ncont, is the number of turns of wire used in the design. Another row is provided
to note if mutual inductance minimisation has been employed in the design process and
with which coil.

The third section of the table details the main properties of the coil design. The effi-
ciency, η, (sometimes referred to as the coil sensitivity) of the coil is the first result presented
in this section of the table. It characterises the scale of the magnetic field the coil generates
with 1A flowing in it relative to the target field, and is in units of µTm−nA−1 for coils
that are designed to generate a magnetic field in the form of spherical harmonics. For coils
that do not generate spherical harmonic shaped magnetic fields the units of η are µTA−1.
The next two rows present max(∆Bz) and max(BS

z ), the maximum error in the magnetic
field over the ROU, and the region of shielding (ROS) respectively. These numbers are
expressed as a percentage of the maximum value of magnetic field generated over the ROU
and calculated using Eq. (4.3). The first of each of these two figures is calculated using the
continuous current density, and the second figure is worked out via Biot-Savart integration
over the wire-paths of the coil. Any discrepancy between these values is a consequence of
the discretisation of the current density into wires. Another measure that has been used
in other gradient coil design work is the non-linearity and non-uniformity of the magnetic
field generated by the coil as given by Eqs. (24, 25) in Ref. [198].

Since self-inductance, L, and resistance, R, of a coil design are important properties,
often minimised in the design process, they are given in these tables. The first L value is a
theoretical value that is calculated in the coil design process and scaled using η. The second
L and R values are simulated in FastHenry c©, a multipole impedance extraction tool [96].
Unless otherwise stated, the coil was simulated using 2.659×2.659 mm square cross-section
wire, which has the same cross-sectional area as 3 mm diameter circular cross-section wire.
The spacing between the two closest wires of the coil, min(∆w), is given since this is often
an important engineering constraint. Finally in this section of the table, the x- and y-
components of the torque vector, Mx and My, are calculated by integration of the cross
product of the static magnetic field, B0(r), and the direction of flow of current over the
wire-path of the whole coil design (5.29). Any torque values less than 1×10−6 NmA−1T−1

are rounded to 0. Since B0(r) is always defined as uniform and oriented in the z-direction
(i.e. B0(r) = Bz) the z-component of the torque vector, Mz = 0.

The bottom portion of the table presents the η2/L figure of merit (FOM) and the
scale-normalised FOM, a(2n+3)η2/L, which have units of T2m−2nA−2H−1 and T2m3A−2H−1

respectively. Again, n is treated as equal to zero for coils that were designed to generate
magnetic fields that do not conform to the shape of a spherical harmonic.

The last three properties are the slew-rate, SR, the rise-time, τ , and the maximum
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gradient strength, Gmax which are given by Eqs. (A.1), (A.2) and (A.3) and have the units
of Tm−ns−1, µs and mTm−n respectively. These are important properties when comparing
the operational performance of coils when they are connected to a power supply.

SR =
Vaη

L
(A.1)

τ =
LIa
Va

(A.2)

Gmax = Iaη (A.3)

where an Ia = 600A, Va = 600V power supply is assumed for all the gradient coils, and
Ia = 5A, Va = 20V for all shim coils in this thesis unless otherwise stated.

The following are the proportionalities of some of the properties to the scale of the coil,
a. These are essential when comparing coils of different sizes.

η ∝ a−(n+1) (A.4)

L ∝ a (A.5)

R ∝ a (A.6)

|M| ∝ a2 (A.7)

SR ∝ a−(n+2) (A.8)

Gmax ∝ a−(n+1) (A.9)

τ ∝ a (A.10)
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Property Coil

Name Helmholtz Maxwell Z2 Shim Golay
Design Method Discrete Discrete Discrete Discrete

Geometry Cylinder Cylinder Cylinder Cylinder
Reference Fig. 4.1 a) Fig. 4.2 a) Fig. 4.3 a) Fig. 4.4 a)
Coil Type Z0 Shim Z-Gradient Z2 Shim X-Gradient

SH Order, n 0 1 2 1
SH Degree, m 0 0 0 1

Coil Scale, a (m) 1.0 1.0 1.0 1.0
Ellipsoidal ROU, V (m3) 0.613 1.186 2.1886 0.642
No. Basis Functions, N - - - -
No. Target Points, K - - - -

Self-Inductance Min., α - - - -
Resistance Min., β - - - -
Shielding Weight, γ - - - -

Turns/ψ-Contours, Ncont 1 1 7 1
Mutual-Inductance Min. (µH) - - - -

η, (µTm−nA−1) 0.899 0.810 2.19 0.913
max(∆Bz) (%) -, 5.0 -, 5.0 -, 5.0 -, 5.0
max(BS

z ) (%) -, - -, - -, - -, -
Nonuni., Nonlin. (%) -, - -, - -, - -, -

L (µH) -, 17.8 -, 16.7 -, 504.6 -, 47.1
R (mΩ) 76 31 215 83

min(∆w) (mm) - - 3 -
Mx (NmA−1T−1) 0 0 0 0
My (NmA−1T−1) 0 0 0 0

η2/L (T2m−2nA−2H−1) 4.55×10−8 3.93×10−8 2.23×10−8 1.00×10−8

a(2n+3)η2/L (T2m3A−2H−1) 4.55×10−8 3.93×10−8 2.23×10−8 1.00×10−8

SR (Tm−ns−1) 1.01 29.1 0.087 6.57
τ (µs) 4.45 16.7 126.2 83.4

Gmax, (mTm−n) 0.0045 0.486 0.011 0.5478

Table A.1: Coil Properties.
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Property Coil

Name Turner Turner Apodised Carlson
Design Method Target Field Min Inda Min Inda Finite Length

Geometry ∞ Cylinder ∞ Cylinder ∞ Cylinder Cylinder
Reference Fig. 4.6 a) Fig. 4.7 a) Fig. 4.8 b) Fig. 4.9 a)
Coil Type X-Gradient X-Gradient X-Gradient X-Gradient

SH Order, n 1 1 1 1
SH Degree, m 1 1 1 1

Coil Scale, a (m) 1.0 1.0 1.0 1.0
Ellipsoidal ROU, V (m3) 3.179 2.372 2.527 2.291
No. Basis Functions, N - 29 29 19
No. Target Points, K ∞ 29 29 21

Self-Inductance Min., α - - - 1× 10−8

Resistance Min., β - - - 0
Shielding Weight, γ - - - -

Turns/ψ-Contours, Ncont 10 10 10 10
Mutual-Inductance Min. (µH) - - - -

η, (µTm−nA−1) 5.00 5.10 5.24 4.28
max(∆Bz) (%) -, 5.0 -, 5.0 -, 5.0 -, 5.0
max(BS

z ) (%) -, 48.3b -, - -, - -, -
Nonuni., Nonlin. (%) -, - -, - -, - -, -

L (µH) -, 735.2 -, 583.9 -, 578.1 -, 542.4
R (mΩ) 546 549 494 452

min(∆w) (mm) 92.8 30.8 41.9 17.4
Mx (NmA−1T−1) 0 0 0 0
My (NmA−1T−1) 0 0 0 0

η2/L (T2m−2nA−2H−1) 3.40×10−8 4.45×10−8 4.75×10−8 3.38×10−8

a(2n+3)η2/L (T2m3A−2H−1) 3.40×10−8 4.45×10−8 4.75×10−8 3.38×10−8

SR (Tm−ns−1) 5.49 5.24 5.44 4.73
τ (µs) 735.2 583.9 578.1 542.4

Gmax, (mTm−n) 3.00 3.06 3.14 2.57

Table A.2: Coil Properties.
aMinimum Inductance
bEvaluated over an infinitely long, 1.4m diameter cylinder, for comparison with the shielded example in

Table A.3.
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Property Coil

Name Bi-planar Spherical Shielded X
Design Method IBEM IBEM Target Field IBEM

Geometry Bi-Planar Sphere ∞ Cylinders Cylinder
Reference Fig. 4.10 a) Fig. 4.11 a) Fig. 4.12 a) Fig. 5.14 a)
Coil Type X-Gradient X-Gradient X-Gradient X-Gradient

SH Order, n 1 1 1 1
SH Degree, m 1 1 1 1

Coil Scale, a (m) 0.2 1.0 1.0 0.25
Ellipsoidal ROU, V (m3) 0.0042 1.44 3.13 0.0048
No. Basis Functions, N 3082 1298 - 672
No. Target Points, K 66 1298 ∞ 57

Self-Inductance Min., α 2.3× 10−7 5.2× 10−6 - 9.5× 10−8

Resistance Min., β 0 0 - 0
Shielding Weight, γ - - - -

Turns/ψ-Contours, Ncont 10 10 10 10
Mutual-Inductance Min. (µH) - - - -

η, (µTm−nA−1) 125 15.8 2.27 114
max(∆Bz) (%) 5.0, 5.0 4.9, 5.0 5.0, 5.0 5.1, 5.0
max(BS

z ) (%) -, - -, - -, 20.4a -, -
Nonuni., Nonlin. (%) 16.0, 4.6 1.8, 1.1 -, - 0.6, 17.3

L (µH) 101, 108 495, 564 -, 589 133, 145
R (mΩ) 100 361 1109 118

min(∆w) (mm) 7.62 49.1 121.6 10.3
Mx (NmA−1T−1) < 1× 10−6 −1.9× 10−4 0 9.9× 10−4

My (NmA−1T−1) < 1× 10−6 < 1× 10−6 0 < 1× 10−6

η2/L (T2m−2nA−2H−1) 1.56×10−4 5.07×10−7 8.75×10−9 9.84×10−5

a(2n+3)η2/L (T2m3A−2H−1) 4.99×10−8 5.07×10−7 8.75×10−9 9.61×10−8

SR (Tm−ns−1) 693 16.8 2.31 472
τ (µs) 108 564 589 145

Gmax, (mTm−n) 75.0 9.5 1.36 68.4

Table A.3: Coil Properties.
aEvaluated over an infinitely long, 1.4m diameter cylinder, for comparison with the shielded example in

Table A.2.
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Property Coil

Name Torque No-Torque Coupled Uncoupled
Design Method IBEM IBEM IBEM IBEM

Geometry Asym Cyla Asym Cyla Cylinder Cylinder
Reference Fig. 5.15 a) Fig. 5.15 b) Fig. 5.16 b) Fig. 5.16 c)
Coil Type X-Gradient X-Gradient Z2X Shim Z2X Shim

SH Order, n 1 1 3 3
SH Degree, m 1 1 1 1

Coil Scale, a (m) 0.25 0.25 0.65 0.65
Ellipsoidal ROU, V (m3) 0.0048 0.0048 0.00134 0.00134
No. Basis Functions, N 672 672 630 630
No. Target Points, K 57 57 66 66

Self-Inductance Min., α 2.7× 10−8 1.7× 10−8 5.0× 10−11 2.0× 10−11

Resistance Min., β 0 0 0 0
Shielding Weight, γ - - - -

Turns/ψ-Contours, Ncont 10 10 10 10
Mutual-Inductance Min. (µH) - - 6.6b 0.3b

η, (µTm−nA−1) 79.3 64.8 25.2 20.5
max(∆Bz) (%) 4.7, 5.0 5.9, 5.0 10.1, 9.3 10.1, 13.5
max(BS

z ) (%) -, - -, - -, - -, -
Nonuni., Nonlin. (%) 57.2, 38.1 66.3, 40.5 -, - -, -

L (µH) 92.2, 102.2 78.6, 88.7 511, 579 440, 508
R (mΩ) 99 93 449 468

min(∆w) (mm) 6.33 3.92 15.5 11.8
Mx (NmA−1T−1) 1.8× 10−4 6.9× 10−5 −9.1× 10−4 −1.1× 10−4

My (NmA−1T−1) 2.0× 100 1.4× 10−2 1.7× 10−5 −2.2× 10−2

η2/L (T2m−2nA−2H−1) 6.83×10−5 5.34×10−5 1.24×10−6 9.53×10−7

a(2n+3)η2/L (T2m3A−2H−1) 6.67×10−8 5.21×10−8 2.54×10−8 1.95×10−8

SR (Tm−ns−1) 466 438 0.87 0.81
τ (µs) 102 89 145 127

Gmax, (mTm−n) 47.6 38.9 0.126 0.103

Table A.4: Coil Properties.
aAsymmetric Cylinder.
bThe mutual inductive coupling with an asymmetric 0.5 m radius cylindrical X-gradient coil.
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Property Coil

Name X Y Z Z0
Design Method IBEM IBEM IBEM Slack

Geometry S Slota S Slota S Slota Cylinder
Reference Fig. 6.2 a) Fig. 6.2 c) Fig. 6.2 e) Fig. 6.3 a)
Coil Type X-Gradient Y-Gradient Z-Gradient Z0 Shim

SH Order, n 1 1 1 0
SH Degree, m 1 -1 0 0

Coil Scale, a (m) 0.205 0.208 0.211 0.19875
Ellipsoidal ROU, V (m3) 0.00214 0.00214 0.00214 0.00214
No. Basis Functions, N 2869 2908 2982 10
No. Target Points, K 93 93 93 63

Self-Inductance Min., α 1.0× 10−8 2.6× 10−7 7.5× 10−8 -
Resistance Min., β 1.2× 10−9 0 3.5× 10−9 -
Shielding Weight, γ - - - -

Turns/ψ-Contours, Ncont 7 7 7 10
Mutual-Inductance Min. (µH) - - - -

η, (µTm−nA−1) 99.7 119.0 121.2 9.4
max(∆Bz) (%) 5.0, 5.1 5.0, 6.1 5.0, 5.1 -, 1.11
max(BS

z ) (%) -, 23.1b -, - -, - -, 2.5
Nonuni., Nonlin. (%) 16.6, 0.1 15.7, 4.9 3.2, 15.8 -, -

L (µH) 60.3, 63.7 62.3, 54.9 51.8, 53.1 -, 36.9
R (mΩ) 80 69 51 115

min(∆w) (mm) 3.7 5.9 7.8 5.3
Mx (NmA−1T−1) < 1× 10−6 1.2×10−5 -5.0×10−5 < 1× 10−6

My (NmA−1T−1) 5.5×10−5 4.1×10−3 -1.5×10−1 < 1× 10−6

η2/L (T2m−2nA−2H−1) 1.65×10−4 2.27×10−4 2.84×10−4 1.84×10−6

a(2n+3)η2/L (T2m3A−2H−1) 5.97×10−8 8.85×10−8 1.19×10−7 1.43×10−8

SR (Tm−ns−1) 939 1301 1369 3.92
τ (µs) 63.7 54.9 53.1 12.0

Gmax, (mTm−n) 59.8 71.4 72.7 0.047

Table A.5: Coil Properties.
aShoulder Slotted.
bEvaluated along an axial line at x = 0.45 m and y = 0 m as shown in Fig. 6.21 d) for comparison with

the retro-fitted shielded equivalent in Table A.11.
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Property Coil

Name Z2 ZX ZY X2-Y2
Design Method IBEM IBEM IBEM IBEM

Geometry S Slota S Slota S Slota S Slota

Reference Fig. 6.3 b) Fig. 6.3 c) Fig. 6.3 d) Fig. 6.3 e)
Coil Type Z2 Shim ZX Shim ZY Shim X2-Y2 Shim

SH Order, n 2 2 2 2
SH Degree, m 0 1 -1 2

Coil Scale, a (m) 0.21575 0.21645 0.2172 0.21435
Ellipsoidal ROU, V (m3) 0.00214 0.00214 0.00214 0.00214
No. Basis Functions, N 3039 3033 3038 3206
No. Target Points, K 93 93 93 93

Self-Inductance Min., α 1.3× 10−9 1.0× 10−8 1.95× 10−8 8.5× 10−9

Resistance Min., β 1.7× 10−10 0 0 7.0× 10−11

Shielding Weight, γ - - - -
Turns/ψ-Contours, Ncont 6 7 7 9

Mutual-Inductance Min. (µH) - - - -
η, (µTm−nA−1) 358 361 411 181
max(∆Bz) (%) 5.0, 6.1 5.0, 5.3 5.0, 6.9 5.0, 8.0
max(BS

z ) (%) -, - -, - -, - -, -
Nonuni., Nonlin. (%) -, - -, - -, - -, -

L (µH) 32.9, 44.7 66.3, 57.0 77.2, 69.0 82.8, 86.8
R (mΩ) 53 90 85 98

min(∆w) (mm) 7.0 4.2 7.9 5.8
Mx (NmA−1T−1) -5.3×10−5 < 1× 10−6 6.3×10−6 -2.1×10−4

My (NmA−1T−1) 9.3×10−3 1.1×10−4 -1.9×10−3 2.8×10−2

η2/L (T2m−2nA−2H−1) 3.90×10−3 1.96×10−3 2.19×10−3 3.96×10−4

a(2n+3)η2/L (T2m3A−2H−1) 8.48×10−8 4.37×10−8 5.00×10−8 8.23×10−9

SR (Tm−ns−1) 160 127 119 42
τ (µs) 11.2 14.3 17.3 21.7

Gmax, (mTm−n) 1.8 1.8 2.1 0.9

Table A.6: Coil Properties.
aShoulder Slotted.
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Property Coil

Name XY Dome X Dome Y Dome Z
Design Method IBEM IBEM IBEM IBEM

Geometry S Slota Domed Domed Domed
Reference Fig. 6.3 f) Fig. 6.8 a) § 6.2.2 § 6.2.2
Coil Type XY Shim X-Gradient Y-Gradient Z-Gradient

SH Order, n 2 1 1 1
SH Degree, m -2 1 -1 0

Coil Scale, a (m) 0.21505 0.172 0.184 0.195
Ellipsoidal ROU, V (m3) 0.00214 0.00147 0.00147 0.00147
No. Basis Functions, N 3045 1313 1313 1313
No. Target Points, K 93 325 325 325

Self-Inductance Min., α 2.3× 10−8 4.0× 10−6 2.4× 10−6 9.0× 10−7

Resistance Min., β 1.1× 10−10 3.0× 10−9 4.5× 10−9 0
Shielding Weight, γ - - - -

Turns/ψ-Contours, Ncont 9 7 7 7
Mutual-Inductance Min. (µH) - - - -

η, (µTm−nA−1) 252 357 304 333
max(∆Bz) (%) 5.0, 5.3 5.0, 5.1 5.0, 5.0 5.0, 5.2
max(BS

z ) (%) -, - -, - -, - -, -
Nonuni., Nonlin. (%) -, - 0.9, 15.7 1.2, 15.4 12.1, 0.5

L (µH) 108.4, 108.6 48.5, 50.0 54.0, 56.1 99.3, 96.2
R (mΩ) 109 48 52 60

min(∆w) (mm) 3.4 3.1 3.0 4.7
Mx (NmA−1T−1) < 1× 10−6 −1.6× 10−5 −1.6× 10−5 −1.0× 10−6

My (NmA−1T−1) 2.0×10−4 8.9× 10−4 8.9× 10−6 < 1× 10−6

η2/L (T2m−2nA−2H−1) 5.86×10−4 2.62×10−3 1.65×10−3 1.15×10−3

a(2n+3)η2/L (T2m3A−2H−1) 1.25×10−8 3.94×10−7 3.47×10−7 3.25×10−7

SR (Tm−ns−1) 46.4 4263 3241 2077
τ (µs) 27.2 50.1 56.1 96.2

Gmax, (mTm−n) 1.3 214 182 200

Table A.7: Coil Properties.
aShoulder Slotted.
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Property Coil

Name Dome X X Y Z
Design Method IBEM IBEM IBEM IBEM

Geometry Dome Shld Domea Shld Domea Shld Domea

Reference § 6.2.2 Fig. 6.10 a) Fig. 6.10 c) Fig. 6.10 e)
Coil Type X-Gradient X-Gradient Y-Gradient Z-Gradient

SH Order, n 1 1 1 1
SH Degree, m 1 1 -1 0

Coil Scale, a (m) 0.172 0.14375b 0.14375b 0.14375b

Ellipsoidal ROU, V (m3) 0.00147 0.00381 0.00381 0.00381
No. Basis Functions, N 1313 2162 2162 2162
No. Target Points, K 325 1085 1085 1085

Self-Inductance Min., α 0 3.1× 10−6 4.7× 10−6 2.95× 10−6

Resistance Min., β 9.0× 10−8 0 0 2.0× 10−9

Shielding Weight, γ - 1 1 1
Turns/ψ-Contours, Ncont 12 10 10 10

Mutual-Inductance Min. (µH) - - - -
η, (µTm−nA−1) 618 327 287 456
max(∆Bz) (%) 5.0, 5.1 4.8, 5.0 4.9, 5.0 5.0, 5.0
max(BS

z ) (%) -, - 0.5, 2.4 0.6, 2.0 0.8, 1.5
Nonuni., Nonlin. (%) 0.7, 16.1 5.0, 22.5 0.7, 21.0 25.6, 3.3

L (µH) 147, 146 58.0, 63.0 50.3, 56.1 105, 112
R (mΩ) 84 76 74 83

min(∆w) (mm) 3.0 4.4 5.9 3.0
Mx (NmA−1T−1) < 1× 10−6 −8.0× 10−6 5.1×10−3 −3.5× 10−4

My (NmA−1T−1) -1.2×10−3 9.3× 10−4 4.4× 10−5 -6.5×10−4

η2/L (T2m−2nA−2H−1) 2.62×10−3 1.84×10−3 1.64×10−3 1.98×10−3

a(2n+3)η2/L (T2m3A−2H−1) 3.59×10−7 1.13×10−7 1.01×10−7 1.22×10−7

SR (Tm−ns−1) 2547 3114 3070 2442
τ (µs) 146 63.0 56.1 112.0

Gmax, (mTm−n) 371 196 172 274

Table A.8: Coil Properties.
aShielded Dome.
bAverage radius of the inner surface.
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Property Coil

Name Short X Short Y Short Z PET X
Design Method IBEM IBEM IBEM IBEM

Geometry Ultra-Short Ultra-Short Ultra-Short Central Gap
Reference Fig. 6.13 a) § 6.4.2 § 6.4.2 Fig. 6.15 a)
Coil Type X-Gradient X-Gradient Y-Gradient Z-Gradient

SH Order, n 1 1 1 1
SH Degree, m 1 -1 0 1

Coil Scale, a (m) 0.344 0.336 0.356 0.08945
Ellipsoidal ROU, V (m3) 0.0524 0.0524 0.0524 0.000524
No. Basis Functions, N 3040 3040 3040 2820
No. Target Points, K 1067 1067 1067 1115

Self-Inductance Min., α 1.7× 10−7 1.7× 10−7 1.34× 10−7 0
Resistance Min., β 0 5.0× 10−10 0 1.0× 10−7

Shielding Weight, γ 0.1 0.1 0.1 0.5
Turns/ψ-Contours, Ncont 27 27 21 18

Mutual-Inductance Min. (µH) - - - -
η, (µTm−nA−1) 72.6 76.5 115.0 679
max(∆Bz) (%) 5.0, 5.0 5.0, 5.0 4.9, 5.0 4.3, 4.3
max(BS

z ) (%) 3.3, 3.6 3.3, 3.5 2.6, 2.7 2.0, 2.8
Nonuni., Nonlin. (%) 2.1, 22.5 2.9, 22.8 18.1, 0.9 15.5, 14.6

L (µH) 699, 742 690, 732 1270, 1339 111, 108
R (mΩ) 636 612 822 117

min(∆w) (mm) 5.6 6.1 5.5 4.2
Mx (NmA−1T−1) −3.3× 10−5 −2.7× 10−4 −1.3× 10−6 < 1× 10−6

My (NmA−1T−1) −9.0× 10−3 2.0× 10−6 1.4× 10−6 4.6×10−6

η2/L (T2m−2nA−2H−1) 7.55×10−6 8.48×10−6 1.05×10−5 4.16×10−3

a(2n+3)η2/L (T2m3A−2H−1) 3.64×10−8 3.64×10−8 6.00×10−8 2.38×10−8

SR (Tm−ns−1) 58.7 62.7 51.5 3783
τ (µs) 636 732 1339 117

Gmax, (mTm−n) 43.6 45.9 69.0 407

Table A.9: Coil Properties.
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Property Coil

Name Pet Y PET Z PET Z0 Xa

Design Method IBEM IBEM IBEM IBEM
Geometry Central Gap Central Gap Central Gap 1 Layer
Reference § 6.5.2 Fig. 6.15 c) Fig. 6.15 e) Fig. 6.17 a)
Coil Type Y-Gradient Z-Gradient Z0 Shim X-Gradient

SH Order, n 1 1 0 1
SH Degree, m -1 0 0 1

Coil Scale, a (m) 0.09295 0.0856 0.09955 0.25
Ellipsoidal ROU, V (m3) 0.000524 0.000524 0.000524 0.0082
No. Basis Functions, N 2820 2400 2400 1748
No. Target Points, K 1115 1754 1754 578

Self-Inductance Min., α 0 0 0 0
Resistance Min., β 1.2× 10−7 2.0× 10−6 8.0× 10−9 4.0× 10−9

Shielding Weight, γ 1 5 0.7 -
Turns/ψ-Contours, Ncont 20 7 19 6

Mutual-Inductance Min. (µH) - - - -
η, (µTm−nA−1) 659 793 15.1 65.1
max(∆Bz) (%) 5.2, 5.2 5.0, 5.0 4.9, 5.1 5.0, 5.0
max(BS

z ) (%) 2.0, 2.6 1.5, 1.6 5.0, 4.7 -, -
Nonuni., Nonlin. (%) 16.4, 12.6 4.3, 19.0 -, - 27.4, 19.8

L (µH) 127, 120 46.6, 39.8 134, 136 181, 173
R (mΩ) 128 42 126 121

min(∆w) (mm) 3.6 3.2 2.0 3.05
Mx (NmA−1T−1) < 1× 10−6 < 1× 10−6 < 1× 10−6 < 1× 10−6

My (NmA−1T−1) 2.8× 10−6 < 1× 10−6 < 1× 10−6 < 1× 10−6

η2/L (T2m−2nA−2H−1) 3.42×10−3 1.35×10−2 1.70×10−6 2.34×10−5

a(2n+3)η2/L (T2m3A−2H−1) 2.37×10−8 6.21×10−8 1.68×10−9 2.29×10−8

SR (Tm−ns−1) 3292 11955 2.22 226.3
τ (µs) 120 39.8 34.0 173

Gmax, (mTm−n) 395 475.8 75.5 39.1

Table A.10: Coil Properties.
aThe Y-gradient coil has identical properties since it is on the same layer as the X-gradient.
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Property Coil

Name Z Openable Z Biradial ZX Retro-Shield
Design Method IBEM IBEM IBEM IBEM

Geometry 1 Layer Openable Biradial Cylinder
Reference Fig. 6.17 c) Fig. 6.19 a) Fig. 6.20 a) Fig. 6.21 c)
Coil Type Z-Gradient Z-Gradient ZX Shim X-Shield

SH Order, n 1 1 2 1
SH Degree, m 0 0 1 1

Coil Scale, a (m) 0.25 0.125 0.24 0.205
Ellipsoidal ROU, V (m3) 0.0082 0.0021 0.0042 0.00214
No. Basis Functions, N 1376 1550 1104 2112
No. Target Points, K 578 1026 258 809

Self-Inductance Min., α 1.0× 10−7 2.5× 10−5 0 8.0× 10−9

Resistance Min., β 2.3× 10−7 0 1.0× 10−9 0
Shielding Weight, γ - - - 10

Turns/ψ-Contours, Ncont 6 10 10 7
Mutual-Inductance Min. (µH) - - - -

η, (µTm−nA−1) 160 560 219 70.2a

max(∆Bz) (%) 5.1, 5.1 5.2, 5.6 12.7, 13.0 -, 4.6a

max(BS
z ) (%) -, - -, - -, - -, 1.7ab

Nonuni., Nonlin. (%) 1.3, 22.5 24.4, 3.7 -, - 15.6a , 4.1a

L (µH) 744, 718 125, 127 93, 106 -, 75.2a

R (mΩ) 222 180 685 159a

min(∆w) (mm) 4.8 4.7 5.2 3.7a

Mx (NmA−1T−1) < 1× 10−6 < 1× 10−6 < 1× 10−6 1.7× 10−4a

My (NmA−1T−1) < 1× 10−6 < 1× 10−6 −3.0× 10−3 −1.7× 10−2a

η2/L (T2m−2nA−2H−1) 3.46×10−5 2.54×10−3 5.17×10−4 6.55×10−5a

a(2n+3)η2/L (T2m3A−2H−1) 3.38×10−8 7.66×10−8 2.37×10−8 2.37×10−8a

SR (Tm−ns−1) 134 2652 41.2 560.1a

τ (µs) 718 127 27 75a

Gmax, (mTm−n) 96 336 1095 42.1a

Table A.11: Coil Properties.
aValue calculated from the primary and retro-fitted shield in combination.
bEvaluated along an axial line at x = 0.45 m and y = 0 m as shown in Fig. 6.21 d) for comparison with

the unshielded equivalent in Table A.5.
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Property Coil

Name Multi Z PCa 1 PCa 2 PCa 3
Design Method IBEM IBEM IBEM IBEM

Geometry Cylinder Asym Cylb Asym Cylb Asym Cylb

Reference Fig. 6.22 a) Fig. 6.25 § 6.11.3 § 6.11.3
Coil Type Z-Gradient PCa PCa PCa

SH Order, n 1 - - -
SH Degree, m 0 - - -

Coil Scale, a (m) 0.3 0.12 0.12 0.12
Ellipsoidal ROU, V (m3) 0.0239c 0.0011d 0.0011d 0.0011d

No. Basis Functions, N 2352 2352 2352 2352
No. Target Points, K 1274 2108 2108 2108

Self-Inductance Min., α 8.5× 10−8 0 0 0
Resistance Min., β 0 1.0× 10−9 1.0× 10−9 1.0× 10−9

Shielding Weight, γ - - - -
Turns/ψ-Contours, Ncont 20 10 10 10

Mutual-Inductance Min. (µH) - - - -
η, (µTm−nA−1) 138 0.90 1.63 7.76
max(∆Bz) (%) 4.2, 5.0 3.8e 5.0e 2.9e

max(BS
z ) (%) -, - -, - -, - -, -

Nonuni., Nonlin. (%) -, - -, - -, - -, -
L (µH) 764, 782 28.9, 30.4f 30.9, 42.1f 101, 111f

R (mΩ) 313 406f 507f 951f

min(∆w) (mm) 5.6 1.6 1.8 1.4
Mx (NmA−1T−1) < 1× 10−6 −3.3× 10−4 −2.2× 10−3 −4.3× 10−3

My (NmA−1T−1) < 1× 10−6 < 1× 10−6 < 1× 10−6 < 1× 10−6

η2/L (T2m−2nA−2H−1) 2.48×10−5 2.78×10−8 8.60×10−8 5.96×10−7

a(2n+3)η2/L (T2m3A−2H−1) 6.03×10−8 4.80×10−11 1.49×10−10 1.03×10−9

SR (Tm−ns−1) 106 0.59 0.77 1.40
τ (µs) 782 7.6 10.5 27.8

Gmax, (mTm−n) 82.8 0.0045 0.00815 0.039

Table A.12: Coil Properties.
aPrincipal component.
bAsymmetric cylinder.
cVolume of 2 cylindrical ROUs.
dApproximate volume occupied by 2108 voxels.
eRMS percentage field deviation.
fSimulated with 1 mm diameter circular cross-section wire.
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Property Coil

Name PCa 4 2D MAMBA Teapot Mug
Design Method IBEM IBEM IBEM IBEM

Geometry Asym Cylb 2D MAMBA Teapot Mug
Reference § 6.11.3 Fig. 6.29 a) Fig. 6.31 a) Fig. 6.31 b)
Coil Type PCa Multi Z0 X-Gradient Z-Gradient

SH Order, n - - 1 1
SH Degree, m - - 1 0

Coil Scale, a (m) 0.12 0.06c 0.743d 0.365d

Ellipsoidal ROU, V (m3) 0.0011e 0.0004f 0.30 0.249
No. Basis Functions, N 2352 2746 1289 1521
No. Target Points, K 2108 576 578 1105

Self-Inductance Min., α 0 0 2.0× 10−6 5.0× 10−7

Resistance Min., β 1.0× 10−9 9.5× 10−8 0 0
Shielding Weight, γ - - - 0.1

Turns/ψ-Contours, Ncont 10 33 10 10
Mutual-Inductance Min. (µH) - - - -

η, (µTm−nA−1) 3.66 47.1 32.3 100
max(∆Bz) (%) 4.56g 1.9, 1.9 5.8, 5.8 4.5, 5.0
max(BS

z ) (%) -, - -, - -, - 3.0, 13.1
Nonuni., Nonlin. (%) -, - -, - 4.8, 26.5 21.2, 5.9

L (µH) 59.3, 57.3 1690, - 333, 374 123, 145
R (mΩ) 645 - 269 224

min(∆w) (mm) 1.6 1.0 19.7 9.6
Mx (NmA−1T−1) −4.2× 10−3 < 1× 10−6 3.5× 10−4 −4.2× 10−4

My (NmA−1T−1) < 1× 10−6 < 1× 10−6 −1.0× 10−2 −1.6× 10−2

η2/L (T2m−2nA−2H−1) 2.26×10−7 1.31×10−6 3.14×10−6 8.13×10−5

a(2n+3)η2/L (T2m3A−2H−1) 3.91×10−10 2.81×10−10 7.11×10−7 5.7×10−7

SR (Tm−ns−1) 1.28 0.56 51.8 413.8
τ (µs) 14.3 443 374 145

Gmax, (mTm−n) 0.0183 236 19.4 500

Table A.13: Coil Properties.
aPrincipal component.
bAsymmetric cylinder.
cSeparation of the two plates of wire.
dAverage distance of the elements from the origin for the highly asymmetric shape.
eApproximate volume occupied by 2108 voxels.
fApproximate volume occupied by the 576 points in a plane.
gRMS percentage field deviation.
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