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# Niathematical Aualysis of Random Noise 

By S. ©. RICE

## Introdiction

THIS paper cleals with the mathematical analysis of noise obtained by passing random noise through physical devices. The random noise considered is that which arises from shot effect in vacumm tubes or from thermal agitation of electrons in resistors. (our main interest is in the stadistical properties of such noise and we leave to one side many physical results of which Nyquist's law may be given as an example. ${ }^{1}$

About half of the work given bere is believed to be new, the bulk of the new results apparing in Parts III and IV. In order to provide a suitable introduction to these results and also to bring out the ir relation to the work of others, this paper is written as an expesition of the subject indicated in the title.

When a broad band of random noise is applied to some physical device, such as an clectrical metwork, the statistical propertics of the output are often of interest. For example, when the noise is due to shot effert, its mean and standard deviations are given by Camphell's theorem (lart I) when the physical device is linear. Alditional information of this sort is given by the (auto) conrelation function which is a rough measure of the depemence of vatues of the output separated by a fixed time interval.

The paper consists of four main parts. The first part is concerned with shot effect. The shot effect is important not only in its own right but also lecause it is a typical source of moise. 'The Fourier series representation of a moise current, which is used extensively in the following parts, may be oblained from the relatively simple concepts inherent in the sheot effert.

The secomp part is devoted principatly to the fundamental result that the pewer spectrum of a noise current is the fourior transform of its correlation function. 'This result is used again and again in l'arts III and IV.

A rather thorough dise ussion of the statisties of ratom mose currents is given in l'art III. Irobability distributions assod iated with the manma of the courent and the maxima of its envelone are developed. liormulas for the expectex mumber of zoros and maxima per ecoond are given, and a


When a noise voltage or a mose voltage plus a sigmal is applied to a non-
 Voltige," Oxford (19.38).
linear device, such as a square-law or linear rectifier, the output will also contain noise. The methods which are available for computing the amount of noise and its spectral distribution are discussed in Part IV.
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## Summary of Resur.ts

Before proceeding to the main body of the paper, we shall state some of the principal results. It is hoped that this summary will give the casual reader an over-all view of the material covered and at the same time guide the reader who is interested in obtaining some particular item of information to those portions of the paper which may possibly contain it.

## Part I Shot Effect

Shot effect noise results from the superposition of a great number of disturbances which occur at random. A large class of noise generators produce noise in this way.

Suppose that the arrival of an clectron at the anode of the vacuum tube at time $t=0$ produces an effect $F(t)$ at some point in the output circuit. If the output circuit is such that the effects of the various electrons add linearly, the total effect at time $t$ due to all the electrons is

$$
\begin{equation*}
I(t)=\sum_{k=-\infty}^{+\infty} F\left(\ell-t_{k}\right) \tag{1.2-1}
\end{equation*}
$$

where the $k^{\text {th }}$ electron arrives at $t_{k}$ and the serics is assumed to converge. Although the terminology suggests that $I(t)$ is a current, and it will be spoken of as a noise current, it may be any quantity expressible in the form (1.2-1).

1. Campbell's theorem: The average value of $I(t)$ is

$$
\begin{equation*}
\overline{I(t)}=p \int_{-\infty}^{+\infty} F(t) d t \tag{1.2-2}
\end{equation*}
$$

and the mean square value of the fluctuation about this average is

$$
\begin{equation*}
\text { ave. }[I(t)-\tilde{I}(t)]^{2}=\nu \int_{-\infty}^{+\infty} F^{2}(t) d t \tag{1.2-3}
\end{equation*}
$$

where $\nu$ is the average number of electrons arriving per serond at the anote. In this expression the electrons ure suppoed to anvive indopemently and at random. ${ }^{*}{ }^{-w t} d t$ is the probability that the length of the interval between two successive arrivals lies between $t$ and $t+d t$.
2. Generalization of Camplell's theorem. Camplbell's theorem wives information about the average value and the standard deviation of the probability distribution of $I(t)$. A generalization of the theorem gives information about the third and higher order moments. Let

$$
\begin{equation*}
I(l)=\sum_{-\infty}^{\frac{1}{\infty}} a_{k} F\left(l-l_{k}\right) \tag{1.5-1}
\end{equation*}
$$

where $F(t)$ and $t_{k}$ are of the same nature as these in (1.2-1) and $\cdots a_{1}$, $a_{2}, \cdots a_{k}, \cdots$ are indejendent randem variables all having the same distribution. Then the $\boldsymbol{n}^{\text {th }}$ semi-invariant of the probability density $P(I)$ of $I=I(t)$ is

$$
\begin{equation*}
\lambda_{n}=\nu \overline{a^{n}} \int_{-\infty}^{+\omega}[F(t)]^{n} d t \tag{1.5-2}
\end{equation*}
$$

The semi-invariants are defined as the ccefficients in the expansion of the characteristic function $f(u)$ :

$$
\begin{equation*}
\log _{9} f(u)=\sum_{n=1} \frac{\lambda_{n}}{n!}(i u)^{n} \tag{1.5-3}
\end{equation*}
$$

where

$$
f(u)=\text { ave. } e^{i I u}=\int_{-\infty}^{+\infty} P(I) e^{i / u} d I
$$

The moments may be computed from the $\lambda$ 's.
3. As $\nu \rightarrow \infty$ the probability density $P(I)$ of the shot effect current appproaches a normal law. The way it is approached is given by

$$
\begin{align*}
& P(I) \sim \sigma^{-1} \varphi^{(0)}(x)-\frac{\lambda_{8} \sigma^{-4}}{3!} \varphi^{(8)}(x) \\
&+\left[\frac{\lambda_{1} \sigma^{-5}}{41^{-}} \varphi^{(\theta)}(x)+\frac{\lambda_{3}^{2} \sigma^{-7}}{72} \varphi^{(\theta)}(x)\right]+\cdots \tag{1.6-3}
\end{align*}
$$

where the $\lambda$ 's are given by (1.5-2) and

$$
\sigma^{2}=\lambda_{2} \quad x=\frac{I-\bar{I}}{\sigma} \quad \varphi^{(n)}(x)=\frac{1}{\sqrt{2 \pi}} \frac{d^{n}}{d x^{n}} e^{-z^{1 / 2}}
$$

Since the $\lambda$ 's are of the order of $\nu, \sigma$ is of the order of $\nu^{1 / 2}$ and the orders of $\sigma^{-1}, \lambda_{8} \sigma^{-4}, \lambda_{8} \sigma^{-5}$ and $\lambda_{9}^{2} \sigma^{-7}$ are $\nu^{-1 / 2}, \nu^{-1}, \nu^{-8 / 2}$ and $\nu^{-3 / 2}$ respectively. $\Lambda$
possible use of this recult is to retermine whether a noise due to random indepmadent events occuring at the rate of $\nu$ per second may be regarded as "random noise" in the sense of this work.
4. When $I(t)$, as given by ( $1.5 \cdot 1$ ), is analyzed as a Fonrier series over an interval of length $T$ a set of Fourier coefficients is obtained. By taking many different intervads, all of length $T$, many sets of coefficients are obtained. If $y$ is sufficiently large these coefficients tend to be distributed normally and indepeudently. A discussion of this is given in section 1.7.

## Part II-Power Spectra and Correlation Functions

1. Suppose we have a curve, such as an oscillogram of a noise current, which extends from $t=0$ to $t=\infty$. Let this curve be denoted by $I(t)$. The correlation function of $I(t)$ is $\psi(\tau)$ which is defined as

$$
\begin{equation*}
\psi(\tau)=\operatorname{Limit}_{\tau \rightarrow+\infty} \frac{1}{T} \int_{0}^{T} I(t) I(t+\tau) d t \tag{2.1-4}
\end{equation*}
$$

where the limit is assumed to exist. This function is closely connected with another function, the power spectrum, $w(f)$, of $I(t) . \quad I(l)$ may be regarded as composed of many sinusoidal components. If $I(t)$ were a noise current and if it were to flow through a resistance of one ohm the average power dissipated by those components whose frequencies lie between $f$ and $f+d f$ would be $w(f) d f$.

The relation between $w(f)$ and $\psi(\tau)$ is

$$
\begin{align*}
& w(f)=4 \int_{0}^{\infty} \psi(\tau) \cos 2 \pi f \tau d \tau  \tag{.3.1-5}\\
& \psi(\tau)=\int_{0}^{\infty} w(f) \cos 2 \pi f \tau d f \tag{2.1-6}
\end{align*}
$$

When $I(t)$ has no d.c. or periodic components,

$$
\begin{equation*}
w(f)=\operatorname{Limit}_{T \rightarrow \infty} \frac{2|S(f)|^{2}}{T} \tag{2.1-3}
\end{equation*}
$$

where

$$
S(f)=\int_{0}^{T} I(t) e^{-2 \pi f t} d t
$$

The correlation function for

$$
I(t)=A+C \cos \left(2 \pi f_{0} t-\varphi\right)
$$

is

$$
\begin{equation*}
\psi(\tau)=A^{2}+\frac{C^{2}}{2} \cos 2 \pi f_{0} \tau \tag{2.2-3}
\end{equation*}
$$

These results are discussed in sections 2.1 to 2.4 inclusive.
2. So far we have suppoed $I(0)$ to be some definite function for which a curve may be drawn. Now consider $I(t)$ to be given by a mathematical expression into which, besides $t$, a number of parameters enter. $w(f)$ and $\psi(\tau)$ are now obtained by averaging the integrals over the possible values of the parameters. 'This is discussed in section 2.5.
3. The correlation function for the shot cffect current of (1.2-1) is

$$
\begin{equation*}
\psi(\tau)=\nu \int_{-\infty}^{+\infty} F(t) F(t+r) d t+\left[\nu \int_{-\infty}^{+\infty} F(t) d t\right]^{2} \tag{2.6-2}
\end{equation*}
$$

The distributed portion of the power spectrum is

$$
w_{1}(f)=2 \nu|s(f)|^{2}
$$

where

$$
\begin{equation*}
s(f)=\int_{-\infty}^{+\infty} F(t) e^{-2 \pi i f t} d t \tag{2.6-5}
\end{equation*}
$$

The complete nower splectrum has in addition to $u^{\prime}(f)$ an impulse function representing the d.c. component $\bar{I}(t)$.

In the formulas above for the shot effect it was assumed that the expected number, $\nu$, of electrons per second did not vary with time. A case in which $\nu$ does vary with time is briefly discussed near the end of Section 2.6.
4. Random telegraph signal. Let $I(t)$ be equal to either $a$ or $-a$ so that it is of the form of a flat top wave, and let the lengths of the tops and bottoms be distributed independently and exponentially. The correlation function and power spectrum of $I$ are

$$
\begin{align*}
\psi(\tau) & =a^{2} e^{-2 \mu|\tau|}  \tag{2.7-4}\\
w(f) & =\frac{2 a^{2} \mu}{\pi^{2} f^{2}+\mu^{2}} \tag{2.7-5}
\end{align*}
$$

where $\mu$ is the expected number of changes of sign per second.
Another type of random telegraph signal may be formed as follows: Divide the time scale into intervals of equal length $h$. In an interval selected at random the value of $I(t)$ is independent of the value in the other intervals and is equally likely to be $+a$ or $-a$. The correlation function of $I(t)$ is zero for $|r|>h$ and is

$$
a^{2}\left(1-\frac{|\tau|}{h}\right)
$$

for $0 \leq|r|<h$ and the power spectrum is

$$
\begin{equation*}
v(f)=2 h\left(\frac{a \sin \pi f h}{\pi j h}\right)^{2} \tag{2.7-9}
\end{equation*}
$$

5. There are two representations of a ramlom noise current which are especially useful. The first one is

$$
\begin{equation*}
I(t)=\sum_{n=1}^{N}\left(a_{n} \cos \omega_{n} t+b_{n} \sin \omega_{n} t\right) \tag{2.8-1}
\end{equation*}
$$

where $a_{n}$ and $b_{n}$ are independent random variables which are distributed normally about zero with the standard deviation $\sqrt{w\left(f_{n}\right)} \Delta f$ and where

$$
\omega_{n}=2 \pi f_{n}, \quad f_{n}=n \Delta f
$$

The second one is

$$
\begin{equation*}
I(t)=\sum_{n=1}^{N} c_{n} \cos \left(\omega_{n} t-\varphi_{n}\right) \tag{2.8-6}
\end{equation*}
$$

where $\varphi_{n}$ is a random phase angle distributed uniformly over the range ( $0,2 \pi$ ) and

$$
c_{n}=\left[2 w\left(f_{n}\right) \Delta f\right]^{1 / 2}
$$

At an appropriate point in the analysis $N$ and $\Delta f$ are made to approach infinity and zero, respectively, in such a ananner that the entire frequency band is covered by the summations (which then become integrations).
6. The normal distribution in several variables and the central limit theorem are discussed in sections 2.9 and 2.10.

## Part III-Statistical Properties of Noise Current

1. The noise current is distributed normally. This has already been discussed in section 1.6 for the shot-effect. It is discussed again in section 3.1 using the concepts introduced in Part II, and the assumption, used throughout Part III, that the average value of the noise current $I(t)$ is zero. The probability that $I(t)$ lies between $I$ and $I+d I$ is

$$
\begin{equation*}
\frac{d I}{\sqrt{2 \pi \psi_{0}}} e^{-1^{2} / 2 \psi_{0}} \tag{3.1-3}
\end{equation*}
$$

where $\psi_{0}$ is the value of the correlation function, $\psi(\tau)$, of $l(l)$ at $\tau=0$

$$
\begin{equation*}
\psi_{0}=\psi(0)=\int_{0}^{\infty} w(f) d f \tag{3.1-2}
\end{equation*}
$$

$w(f)$ being the power spectrum of $I(t) . \psi_{0}$ is the mean square value of $I(t)$, i.e., the r.m.s. value of $I(t)$ is $\psi_{0}^{1 / 2}$.

The characteristic function (ch. f.) of this distribution is

$$
\begin{equation*}
\text { ave. } e^{i u /(t)}=\exp -\frac{\psi_{0}}{2} u^{2} \tag{3.1-6}
\end{equation*}
$$

2. The probability that $I(t)$ lies between $I_{1}$ and $I_{1}+d I$, and $I(t+\tau)$ lies between $I_{2}$ and $I_{3}+d I_{2}$, when $t$ is chosen at random is

$$
\left|\psi_{0}^{2}-\psi_{\mathrm{r}}^{2}\right|^{1 / 2} d I_{1} d I_{2} \exp \left[\begin{array}{c}
-\psi_{0} I_{1}^{2}-\psi_{0} I_{2}^{2}+2 \psi_{\mathrm{r}} I_{1} I_{2}  \tag{3.2-4}\\
2\left(\psi_{0}^{2}-\psi_{\mathrm{r}}^{2}\right)
\end{array}\right]
$$

where $\psi$, is the correlation functoon $\psi(\tau)$ of $I(t)$ :

$$
\begin{equation*}
\psi(r)=\int_{0}^{\infty} w(f) \cos 2 \pi f r d f \tag{3.2-3}
\end{equation*}
$$

The ch. f. for this distribution is

$$
\begin{equation*}
\text { ave. } e^{i(i f(1)+i v /(1+1)}=\exp \left[-\frac{\psi_{0}}{2}\left(u^{2}+v^{2}\right)-\psi_{\tau} u v\right] \tag{3.2-7}
\end{equation*}
$$

3. The expected number of zerus fer second of $I(t)$ is

$$
\begin{equation*}
\frac{1}{\pi}\left[-\psi^{\prime \prime}(0) \psi^{1 / 2}=2\left[\frac{\int_{0}^{\infty} f^{2} w(f) d f}{\int_{0}^{\infty} w(f) d f}\right]^{1 / 2}\right. \tag{3.3-11}
\end{equation*}
$$

assuming convergence of the integrals. The primes denote differentiation with respect to $\tau$ :

$$
\psi^{\prime \prime}(\tau)=\frac{d^{2}}{d \tau^{2}} \psi(\tau) .
$$

For an ideal band-pass filter whose pass band extencis from $f_{a}$ to $f_{b}$ the expected number of zeros per second is

$$
\begin{equation*}
2\left[\frac{1}{3} \frac{f_{b}^{8}-f_{a}^{3}}{f_{b}-f_{a}}\right]^{1 / 2} \tag{3.3-12}
\end{equation*}
$$

When $f_{a}$ is zero this becomes $1.155 f_{b}$ and when $f_{a}$ is very nearly equal to $f_{b}$ it approaches $f_{b}+f_{a}$.
4. The problem of determining the distribution function for the length of the interval between two successive zeros of $I(t)$ scems to be quite difficult. In section 3.4 some related results are given which lead, in scme circumstances, to approximations to the distribution. For example, for an ideal narrow band-pass filter the probability that the distance between two succesive acto lies between $\tau$ and $\tau+d \tau$ is approximately

$$
\frac{d \tau}{2}\left[1+a^{2}\left(r-\tau_{1}\right)^{2}\right]^{3 / 2}
$$

where

$$
a=\sqrt{3} \frac{\left(f_{3}+f_{a}\right)^{2}}{f_{b}-f_{a}}, \quad \tau_{1}=\frac{1}{f_{b}+f_{a}}
$$

$f_{b}$ and $f_{a}$ being the upper and lower cut-off frequencies.
5. In section 3.5 several multiple integrals which occur in the work of Part III are discussed.
6. The distribution of the maxima of $I(t)$ is discussed in section 3.6. The expected number of maxima per second is

$$
\begin{equation*}
\frac{1}{2 \pi}\left[-\psi_{0}^{(4)} \psi_{0}^{\prime \prime}\right]^{1 / 2}=\left[\frac{\int_{0}^{\infty} f^{4} w(f) d f}{\int_{0}^{\infty} f^{2} w(f) d f}\right]^{1: 2} \tag{3.6-6}
\end{equation*}
$$

For a band-pass filter the expected number of maxima per second is

$$
\begin{equation*}
\left[\frac{3}{5} f_{b}^{b}-f_{a}^{8}-f_{a}^{8}\right]^{1 / 2} \tag{3.6-7}
\end{equation*}
$$

For a low-pass filter where $f_{a}=0$ this number is $0.775 f_{b}$.
The expected number of maxima per second lying above the line $I(l)=I_{1}$ is approximately, when $I_{1}$ is large,
$e^{-t_{1}^{2} / 240} \times \frac{1}{2}[t\} e$ expected number of zeros of $I$ per sccond]
where $\psi_{0}$ is the mean square value of $I(t)$.
For a low-pass filter the probability that a maximum chosen at random from the universe of maxima lies between $I$ and $I+d I$ is approximately, when $I$ is large,

$$
\begin{equation*}
\frac{\sqrt{5}}{3} y e^{-y^{2} / 2} \frac{d I}{\psi_{0}^{1,2}} \tag{3.6-9}
\end{equation*}
$$

where

$$
y=\frac{I}{\psi_{0}^{1,2}}
$$

7. When we pass noise through a relatively narrow band-pass filter one of the most noticeable featurcs of an cscillogram of the output current is its fluctuating envelope. In sections 3.7 and 3.8 scme statistical properties of this envelope, denoted by $R$ or $\bar{K}(t)$, are derived.

The probability that the envelope lics between $R$ and $R+d R$ is

$$
\begin{equation*}
\frac{R}{\psi_{0}} e^{-R^{2} / 2 \psi_{0}} d R \tag{3.7-10}
\end{equation*}
$$

where $\psi_{0}$ is the mean square value of $I(t)$. The frobability that $R(b)$ lies betwen $R_{1}$ and $R_{1} \cdot \| \cdot d K_{1}$ and at the same time $K(1+\tau)$ lies between $R_{2}$ and $R_{2}+d K_{2}$ when $t$ is chosen at random is obtained by multiplying (3.7-13) by $d R_{1} d R_{2}$. For an ideal band-pass filter, the expected number of maxima of the envelope in one second is

$$
.64110\left(f_{b}-f_{a}\right)
$$

When $R$ is large, say $y>2.5$ where

$$
y=\frac{K}{\psi_{0}^{1 / 2}}, \quad \psi_{0}^{1 / 2}=\text { r.m.s. value of } I(t)
$$

the probability that a maximum of the envelope, selected at random from the universe of such maxima, lies between $K$ and $R+d R$ is approximately

$$
1.13\left(y^{2}-1\right) e^{-\nu^{2} / 2} \frac{d R}{\psi_{0}^{1 / 2}}
$$

A curve for the corresponding probability density is shown for the range $0 \leq y \leq 4$. Curves which compare the distribution function of the maxima of $R$ with other distribution functions of the same type are also given.
8. In section 3.9 some information is given regarding the statistical behavior of the random variable:

$$
\begin{equation*}
E=\int_{t_{1}}^{t_{1}+r} I^{2}(t) d t \tag{3.9-1}
\end{equation*}
$$

where $t_{1}$ is chosen at random and $I(t)$ is a noise current with the power spectrum $w(f)$ and the corrclation function $\psi(\tau)$. The average value $m_{r}$ of $E$ is $T \psi_{e}$ and its standard deviation $\sigma_{T}$ is given by (3.9-9). For a relatively narrow band-pass filter

$$
\frac{\sigma_{r}}{m_{T}} \sim \frac{1}{\sqrt{ } T\left(\frac{1}{f_{b}}-f_{a}\right)}
$$

when $T\left(f_{b}-f_{a}\right) \gg 1$. This follows from equation (3.9-10). An expression which is belicved to approximate the distribution of $E$ is given by (3.9-20).
9. In section 3.10 the distribution of a noise current plus one or more sinusoidal currents is discussed. For example, if $I$ consists of two sine waves plus noise:

$$
\begin{equation*}
I=P \cos p t+Q \cos q t+I_{N} \tag{3.10-20}
\end{equation*}
$$

where $p$ and $q$ are incommensurable and the r.m.s. value of the noise current $I_{N}$ is $\psi_{0}^{1 / 2}$, the probability density of the envelope $R$ is

$$
\begin{equation*}
R \int_{0}^{\infty} r J_{0}(R r) J_{0}(P r) J_{0}(Q r) e^{-\psi_{0} r^{2} / 2} d r \tag{3.10-21}
\end{equation*}
$$

where $J_{0}()$ is a Bessel function.

Curves showing the probability density aud distribution function of $K$, when $Q=0$, for various ratios of $P /$ r.m.s. $I_{N}$ are given.
10. In section 3.11 it is pointed out that the representations (2.8-1) and ( 2.8 6) of the noise current as the sum of a great number of sinuscidal components are not the only ones which may he used in deriving the results given in the preceding sections of lart III. The shot effect representation

$$
I(t)^{2}=\sum_{-\infty}^{+\infty} F\left(t-t_{k}\right)
$$

studied in Part I ma ${ }_{j}$ also be used.

## Part IV-Noise Through Non-Linear Devices

1. Suppose that the power spectrum of the voltage $V$ applied to the square-law device

$$
\begin{equation*}
I=\alpha V^{\prime 2} \tag{4.1-1}
\end{equation*}
$$

is confined to a relatively narrow band. The total low-frequency output current $I_{l l}$ may be expressed as the sum

$$
\begin{equation*}
I_{\iota} \ell=I_{d c}+I_{\ell} \tag{4.1-2}
\end{equation*}
$$

where $I_{d o}$ is the d.c. component and $I_{\ell f}$ is the variable component. When none of the low-frequency band is eliminated (by audio frequency filters)

$$
\begin{equation*}
I_{\ell} \ell=\frac{\alpha R^{2}}{2} \tag{4.1-6}
\end{equation*}
$$

where $R$ is the envelope of $V$. If $V$ is of the form

$$
\begin{equation*}
V=V_{N}+P \cos p t+Q \cos q t_{1} \tag{4.1-4}
\end{equation*}
$$

where $V_{N}$ is a noise voltage whose mean square value is $\psi_{0}$, then

$$
\begin{gather*}
I_{d o}=\alpha\left(\psi_{0}+\frac{P^{2}}{2}+\frac{Q^{2}}{2}\right) \\
\overline{I_{\zeta}^{2}}=\alpha^{2}\left[\psi_{0}^{2}+P^{2} \psi_{0}+Q^{2} \psi_{0}+\frac{P^{2} Q^{2}}{2}\right] \tag{4.1-16}
\end{gather*}
$$

2. If instead of a square-law device we have a linear rectifier,

$$
I= \begin{cases}0 & V<0  \tag{4.2-1}\\ \alpha V, & V>0\end{cases}
$$

the total low-frequency output is

$$
\begin{equation*}
I_{t}=\frac{\alpha R}{x} \tag{4.2-2}
\end{equation*}
$$

When $V$ is a sinc wave plus noise, $V_{A}+P$ cos $n$,

$$
\begin{align*}
& I_{d t}=\alpha\binom{\psi_{0}}{2 \pi}^{1 / 2}{ }_{1 P_{1}\left(-\frac{1}{2} ; 1 ;-x\right)}  \tag{4.2-3}\\
& I_{i f}^{2}=\frac{\alpha^{2}}{\pi^{2}}\left(\rho^{2}+2 \psi_{0}\right) \tag{4.2-6}
\end{align*}
$$

where ${ }_{1} F_{1}$ is a hypergemetric function and

$$
\begin{equation*}
x=\frac{p^{2}}{2 \psi_{0}}=\frac{\text { Ave. sine wave power }}{\text { Are. nisis power }} \tag{4.2-4}
\end{equation*}
$$

When $x$ is large

$$
\begin{equation*}
\overline{I_{f /}^{2}} \sim \frac{a^{2} \psi_{0}}{\pi^{3}}\left[1-\frac{1}{4 x} \cdots\right] \tag{4.2-7}
\end{equation*}
$$

If $V$ consists of two sine waves plus noise, $I_{d c}$ consists of a hypergecmetric function of two variables. The equations rumning frem (4.2-9) to (4.2-1.5) are conccrned with this case. About the only simple equation is

$$
\begin{equation*}
\overline{I_{i l}^{2}}=\frac{\alpha^{2}}{\pi^{2}}\left[2 \psi_{0}+p^{2}+O^{2}\right] \tag{4.2-14}
\end{equation*}
$$

3. The expressions (4.1-6) and (4.2 2) for $I, \ell$ in terms of the envelope $R$ of $V$, namely

$$
\frac{\alpha R^{2}}{2} \text { and } \frac{\alpha R}{\pi},
$$

are special cases of a more general result

$$
\begin{equation*}
I_{\ell} \ell=A_{0}(R)=\frac{1}{2 \pi} \int_{c} F(i u) \cdot J_{0}(u R) d u \tag{4.3-11}
\end{equation*}
$$

In this expression $J_{0}(u R)$ is a Bessel function. The path of integration $C$ and the function $F(i u)$ are chosen so that the relation between $I$ and $V$ may be expressed as

$$
I=\frac{1}{2 \mathrm{r}} \int_{c} F(i u) e^{i v u} d u .
$$

A table giving $F(i u)$ and $C$ for a number of common non-linear devices is shown in Appendix 4A.

If this relation is used to study the biased linear rectifier.

$$
I=\left\{\begin{array}{cc}
0, & V<B \\
V-B, & V>B
\end{array}\right.
$$

for the cane in which ${ }^{1}$ is $V_{i}+P$ cos $p t$, we find

$$
\begin{align*}
& I_{d c} \sim \cdots \frac{B}{2}+\frac{l^{\prime}}{\pi}+\begin{array}{c}
\prime B^{2}+\psi_{0} \\
2 \pi l
\end{array} \\
& I_{\ell_{j}}^{2} \sim P^{2}-B^{2} \psi_{0}^{2} \eta^{2} \tag{4.3-17}
\end{align*}
$$

when $l^{\prime} \gg|B|, P^{2} \gg \psi_{0}$ where $\psi_{n}$ is the mean square value of $V_{N}$.
4. When $l^{\prime}$ is confined to a relatively narrow band and there are no amdio-frequency filtors, the probability density and all the associated statistical properties of $I_{d}$ may be obtained by expressing $I_{s} \ell$ as a function of the cuvelope $R$ of $I^{*}$ and then using the probability density of $R$. When $V$ is $V_{N}+P$ (rs $p t+0$ oos $q t$ this probability density is given by the integral, (3.10 21) (which is the integral containing three Bessel functions stated in the above summary of lart III). When $V$ consists of three sine waves plus noise there are four $J_{0}$ 's in the integrand, and so on. Expressions for $\bar{R}^{n}$ when $R$ has the above distribution are given by equations (3.10 25) and (3.10-27).

When audio-ircquency filters remove part of the iow-frequency band the statistical properties, except the mean square value, of the resulting current are hard to compute. In section 4.3 it is shown that as the output band is chosen narrower and narrower, the statistical properties of the output current approach those of a random noise current.
5. The sections in Part IV from 4.4 onward are concerned with the problem: (iiven a non-lincar device and an input voltage consisting of noise alone or of a signal plus noise. What is the power spectrum of the output? A survey of the methods available for the solution of this problem is given in section 4.4.
6. When a noise voltage $V_{N}$ with the power spectrum $w(f)$ is applied to the square-law device

$$
\begin{equation*}
I=\alpha V^{2} \tag{4.1-1}
\end{equation*}
$$

the power spectrum of the output current $I$ is, when $f \neq 0$,

$$
\begin{equation*}
W(f)=\alpha^{2} \int_{-\infty}^{+\infty} w(x) w(f-x) d x \tag{4.5-5}
\end{equation*}
$$

where $w(-x)$ is defmed to equal $w(x)$. The power spectrum of $I$ when $V$ is either $P \cos p t+V^{\prime}$ or

$$
\varrho(1+k \cos p t) \cos q t+V_{N}
$$

is considered in the portion of section 4.5 containing equations (4.5-10) to (4.5-17).
7. A method discovered independently by Van Vleck and North shows that the corrclation function $\Psi(r)$ of the output current for an unbiaged linear rectifier is

$$
\begin{equation*}
\Psi(\tau)-\frac{\psi_{r}}{4}+\frac{\psi_{0}}{2}{ }_{2} F_{1}\left[-\frac{1}{2},-\frac{1}{2} ; \frac{2}{2} ; \frac{\psi_{r}^{2}}{\psi_{0}^{2}}\right] \tag{4.7-6}
\end{equation*}
$$

where the input voltage is $V_{N}$. The correlation function $\psi(r)$ of $V_{N}$ is denoted by $\psi_{\mathrm{r}}$ and the mean square value of $V_{N}$ is $\psi_{0}$. The power spectrum $W(f)$ of I may be olbtained from

$$
\begin{equation*}
W(f)=4 \int_{0}^{\infty} \Psi(r) \cos 2 \pi f r d \tau \tag{4.6-1}
\end{equation*}
$$

by expanding the hypergcometric function and integrating termwise using

$$
\begin{equation*}
G_{n}(f)=\int_{0}^{\infty} \psi_{r}^{n} \cos 2 \pi f \tau d \tau \tag{4C-1}
\end{equation*}
$$

Appendix $4 C$ is devoted to the probiem of evaluating the intêgral för $C_{n}(f)$.
8. Another method of obtaining the correlation function $\psi(\tau)$ of $I$, termed the "characteristic function method," is explained in section 4.8. It is illustrated in section 4.9 where formulas for $\Psi(\tau)$ and $W(f)$ are developed when the voltage $P \cos p t+V_{N}$ is applied to a general non-linear device.
9. Several miscellaneous results are given in section 4.10. The characteristic function method is used to obtain the correlation function for a square-law device. The general formulas of section 4.9 are applied to the case of a $\nu^{\text {th }}$ law rectifier when the input noise spectrum has a normal law distribution. Some remarks are also made concerning the audio-frequency output of a linear rectifier when the input voltage $V$ is

$$
Q(1+r \cos p t) \cos q t+V_{N} .
$$

10. A discussion of the hypergeometric function ${ }_{1} F_{1}(a ; c ; x)$, which often occurs in problems concerning a sine wave plus noise, is given in Appendix 4B.

## PART I

## TIIE SHOT EFFECT

The shot effect in vacuum tubes is a typical example of noise. It is due to fluctuations in the intensity of the stream of electrons flowing from the cathode to the anode. Here we analyze a simplified form of the shot effect.

### 1.1 The lomanmex of F:xactry $K$ linectrons Aruiving at mate

Anome in 'lime $T$
The fluctuations in the clection stream are supposed to be random. We shall treat this randomess as follows. We count the number of electrons flowing in a long interval of time $T$ measured in seconds. Suppose there are $K_{1}$. Repeating this conting process for many intervals all of length $T$ gives a set of numbers $K_{2}, K_{8} \cdots K_{A}$ where $M$ is the total number of intervals. The average number $\nu$, of electrons per second is defined as

$$
\begin{equation*}
\nu=\lim _{M \rightarrow \infty} \frac{K_{1}+K_{n}+\cdots+K_{N}}{M T} \tag{i.i-1}
\end{equation*}
$$

where we assume that this limit exists. As $M$ is increased with $T$ being held fixed some of the $K$ 's will have the same value. In fact, as $M$ increases the number of $K$ 's having any particular value will tend to increase. This of course is based on the assumption that the clectron stream is a steady flow upon which random fluctuations are superposed. The probability of getting $K$ electrons in a given trial is defined as

$$
\begin{equation*}
p(K)=\operatorname{Lim}_{H \rightarrow \infty} \frac{\text { Number of trials giving exactly } K \text { electrons }}{M} \tag{1.1-2}
\end{equation*}
$$

Of course $p(K)$ also depends upon $T$. We assume that the randomness of the electron stream is such than the probability that an electron will arrive at the anode in the interval $(l, l+\Delta t)$ is $\nu \Delta t$ where $\Delta t$ is such that $\nu \Delta t \ll 1$, and that this probability is independent of what has happened before time $t$ or will happen after time $t+\Delta t$.

This assumption is sufficient to determine the expression for $p(K)$ which is

$$
\begin{equation*}
p(K)=\frac{(\nu T)^{K}}{K!} e^{-\nu T} \tag{1.1-3}
\end{equation*}
$$

This is the "law of small probabilities" given by Poisson. One method of derivation sometimes used can be readily illustrated for the case $K=0$. Thus, divide the interval, $(0, T)$ into $M$ intervals each of length $\Delta t=\frac{T}{M}$. $\Delta t$ is taken so small that $v \Delta t$ is much less than unity. (This is the "small probability" that an electron will arrive in the interval $\Delta t$ ). The probability that an electron will not arrive in the first sub-interval is ( $1-\nu \Delta t$ ). The probability that one will not arrive in either the first or the second sub-interval is $(1-v \Delta t)^{2}$. The probability that an electron will rot arrive in any of the $M$ intervals is $(1-\nu \Delta t)^{M}$. Replacing $M$ by $T / \Delta t$ and letting $\Delta t \rightarrow 0$ gives

$$
p(0)=e^{-D T}
$$

The expressions for $p(1), p(2), \cdots p(k)$ may be deriveri in $n$ somewhat similar fachion.

### 1.2 Shament or Gambeth's Theorem

Suppose that the arrival of an electron at the anorle at time $t=0$ produces an effect $F(t)$ at some point in the output circuit. If the output circuit is such that the effects of the various electoms add linearly, the total effect at time $t$ due to all the electrons is

$$
\begin{equation*}
I(t)=\sum_{k=\infty}^{+\infty} r\left(t-t_{k}\right) \tag{1.2-1}
\end{equation*}
$$

where the $k^{\text {th }}$ electron arrives at $t_{k}$ and the series is assumpll to converge.
Camphell's theorem ${ }^{2}$ states that the average value of $I(l)$ is

$$
\begin{equation*}
\tilde{I}(\bar{l})=\nu \int_{-\infty}^{+\infty} F(t) d t \tag{1.2-2}
\end{equation*}
$$

and the mean square value of the fluctuation about this average is

$$
\begin{equation*}
(I(t)-I(t))^{2}=y \int_{-\infty}^{+\infty} \underline{I}^{2}(t) d \underline{t} \tag{1.2-3}
\end{equation*}
$$

where $\nu$ is the average number of electrons arriving per second.
The statement of the theorem is not precise until we define what we mean by "average". From the form of the cquations the reader might be tempted to think of a time average; e.g. the value

$$
\begin{equation*}
\operatorname{Lim}_{r \rightarrow \infty} \frac{1}{T} \int_{0}^{T} I(t) d t \tag{1.2-4}
\end{equation*}
$$

However, in the proof of the theorem the average is generally taken over a great many intervals of length $T$ with $t$ held constant. The process is somewhat similar to that employed in (1.1) and in order to make it clear we take the case of $I(t)$ for illustration. We observe $I(t)$ fcr many, say $M$, intervals each of length $T$ where $T$ is large in comparison with the interval over which the effect $F(t)$ of the arrival of a single electron is appreciable. Let ${ }_{\mathrm{a}} I\left(t^{\prime}\right)$ be the value of $I(t), t^{\prime}$ seconds after the beginning of the $n^{\text {th }}$ interval. $t^{\prime}$ is equal to $t$ plus a constant depending upon the beginning time of the interval. We put the subscript in front because we wish to reserve the usual place for another subscript later on. The value of $I\left(l^{\prime}\right)$ is then defined as

$$
I\left(t^{\prime}\right)=\operatorname{Limint}_{m \rightarrow \infty} \frac{1}{M}\left[{ }_{1} I\left(t^{\prime}\right)+{ }_{2} I\left(t^{\prime}\right)+\cdots+{ }_{s} I\left(t^{\prime}\right)\right]
$$

and this limit is assumed to exist. The mean square value of the fluctuation of $I\left(t^{\prime}\right)$ is defined in much the same way.

[^0]Actually, as the cquations (1.2-2) and (1.2.3) of Cample!l's theorem show, these averages and ath the simila averages enomutered later fum cut to be independent of the time. When this is the and when the $M$ intervals in (1.2-5) are taken consecutively the time average (1.2 4) and the average (1.2-5) become the same. To show this we multiply both sides of (1.2-5) by $d^{\prime}$ and integrate from 0 to $T$ :

$$
\begin{align*}
I\left(t^{\prime}\right) & =\operatorname{Iimit}_{M \rightarrow \infty} 1 \sum_{m=1}^{M} \int_{0}^{T}{ }_{m} I\left(t^{\prime}\right) d t^{\prime} \\
& =\underset{N \rightarrow \infty}{\operatorname{Limit}} \frac{1}{M T} \int_{0}^{A f r} I(t) d t \tag{1.2-6}
\end{align*}
$$

and this is the same as the time average (1.2-4) if the latter limit exists.

### 1.3 Proof of Campheid's Theorem

Consider the case in which exactly $K$ electrons arrive at the anode in an interval of length $T$. Refore the interval starts, we think of these $K$ elecirons as fated tio atrive in the interva! ( 0,7 ) but any particular electron is just as likely to arrive at one time as any other time. We shall number these fated electrons frem one to $K$ for purposes of identification but it is to be emphasized that the numbering has nothing to do with the order of arrival. Thus, if $t_{k}$ be the time of arrival of electron number $k$, the probability that $t_{k}$ lies in the interval $(t, t+d t)$ is $d t / T$.

We take $T$ to be very large compared with the range of values of $t$ for which $F(i)$ is appreciably different from zero. In physical applications such a range usually exists and we shall call it $\Delta$ cven theugh it is not very definite. Then, when exactly $K$ electrons arrive in the interval $(0, T)$ the effect is approximately

$$
\begin{equation*}
I_{K}(t)=\sum_{k=1}^{K} I\left(t-t_{k}\right) \tag{1.3-1}
\end{equation*}
$$

the degree of approximation being very good over all of the interval except within $\Delta$ of the end points.

Suppose we examine a large number $M$ of intervals of length $T$. The number having exactly $K$ arrivals will be, to a first approximation $M p(K)$ where $p(K)$ is given by (1.1-3). For a fixed value of $t$ and for cach interval having $K$ arrivals, $I_{R}(l)$ will have a definite value. As $M \rightarrow \infty$, the average value of the $I_{R}(t)$ 's, oftained by averaging oncr the intervals, is

$$
\begin{align*}
\dot{I}_{K}(l) & =\int_{0}^{T} d t_{1} \cdots \int_{0}^{T} d l_{K} \sum_{k=1}^{\kappa} P\left(l-t_{h}\right) \\
& =\sum_{k=1}^{\kappa} \int_{0}^{T} \frac{d t_{k}}{T} F\left(t-t_{k}\right) \tag{1.3-2}
\end{align*}
$$

and if $\Delta a: t<T \cdots \Delta$, we have effectively

$$
\begin{equation*}
I_{K}(t)=\frac{K}{7} \int_{-\infty}^{+\infty} l(t) d t \tag{1.33}
\end{equation*}
$$

If we now average $I(t)$ over all of the $M$ intervats instead of only over those having $K$ arrivals, we get, as $M \rightarrow \infty$,

$$
\begin{align*}
\dot{I}(l) & =\sum_{K=0}^{\infty} p(K) \bar{I}_{K}(t) \\
& =\sum_{K=0}^{\infty} K(\mu T)^{\kappa} e^{i T} \int_{-\infty}^{1 \infty} I(l) d t \\
& =v \int_{-\infty}^{+\infty} F(t) d t \tag{1.3-4}
\end{align*}
$$

and this proves the first part of the theorem. We have used this rather . claborate proof to prove the relatively simple (1.3-4) in order to illustrate a method which may be used to prove more complicated results. Of course, ( 1.3 4) could be established ly noting that the integral is the average value of the effect produced by one arrival, the average being taken over one: seconcl, and that $\nu$ is the average number of arrivals per second.

In order to prove the second part, (1.2-3) of Camplell's theorem we first compute $I^{2}(l)$ and use

$$
\begin{align*}
\overline{(I(l)}-I(t))^{2} & =I^{2}(l)-2 I(l) I(l)+I(l)^{2} \\
& =\overline{I^{2}(\bar{l})}-\bar{I}(\bar{l})^{2} \tag{1.3-5}
\end{align*}
$$

From the definition (1.3-1) of $I_{K}(l)$,

$$
I_{k}^{2}(t)=\sum_{k=1}^{K} \sum_{m=1}^{K} F\left(t-t_{k}\right) F\left(t-t_{m}\right)
$$

Averaging this over all values of $t_{1}, t_{2}, \cdots t_{\kappa}$ with $t$ held fixed as in (1.3 2),

$$
\overline{I_{K}^{2}(l)}=\sum_{k=1}^{K} \sum_{m=1}^{R} \int_{0}^{T} \frac{d t_{1}}{T} \cdots \int_{0}^{T} d t_{K} F\left(l-t_{k}\right) F\left(l-t_{m}\right)
$$

The multiple integral has two different values. If $k=m$ its value is

$$
\int_{0}^{T} F^{2}\left(t-t_{k}\right) \frac{d l_{k}}{T}
$$

and if $k \neq m$ its value is

$$
\int_{0}^{T} F\left(t-t_{k}\right) \frac{d t_{k}}{T} \int_{0}^{T} F\left(t-t_{m}\right) \frac{d t_{m}}{T}
$$

(oumting up the mumber of terns in the donble sum shows that there are $\mathbb{K}$ ,if them having lae find value and $K^{2}$ - $K$ having the secomd value. Heme, if $\triangle<\varepsilon<\pi \times \Delta$ we have

$$
I_{\kappa}^{2}(l)-\frac{K}{X} \int_{a}^{i n} l^{i n}(t) d t+\underset{-1}{T^{2}}\left[\int_{\infty}^{+\infty} F(t) d t\right]^{2}
$$

Averaging over all the intervats instad of only those having $K$ arrivals nives

$$
\begin{aligned}
I^{2}(t) & =\sum_{K=0}^{\infty} p(K) I_{K}^{2}(l) \\
& =\nu \int_{-\infty}^{+\infty} I^{n}(l) d t+I(t)^{2}
\end{aligned}
$$

where the summation with resperet to $K$ is performed as in (1.3 4), and after summation the value ( 1.3 1) for $I(f)$ is used. Comparison with ( $1.3-5$ ) establishes the second part of ('amphe:ll's theorem.

### 1.4 Time Distrinution of $I(t)$

When certain conditions are satisfied the proportion of time which $I(t)$ spemels in the range $I, I+d I$ is $P(I) d I$ where, as $\nu-\infty$, the probalility density $P(I)$ approaches

$$
\begin{equation*}
\sigma_{1} \sqrt{2 \pi} e^{\left(1-n^{2} / 2 \sigma_{i}^{2}\right.} \tag{1.4-1}
\end{equation*}
$$

where $\bar{I}$ is the average of $I(t)$ given by (1.2 2) and the square of the standard deviation $n^{\prime}$, i.e. the: variance of $l(t)$, is fiven by $(1.2,3)$. This normal distribution is the one which would be expected by virtue of the "central limit theorem" in prohability. This states that, under suitable conditions, the distribution of the sum of a large number of random variables tends toward a normal distribution whese variance is the sum of the variances of the indiviluad variables. Similarly the average of the normal distribution is the sum of the averages of the individual variables.

So far, we have been speaking of the limiting form of the probability density $P(I)$. It is pessible to write down an explicit expression for $P(I)$, wimh, however, is quite involved. From this expression the limiting form may be ohtained. We now oltain this expression. In line with the dis-- ussion given of Camplefl's theorem, we seek the probability density $P(I)$ of the values of $I(t)$ whemved at $t$ scomols from the beginning of each of a large number, $M$, of intervals, each of length 2 .

Lrobability that $I(t)$ lits in ramer $(I, I \nmid d /)$

$$
\sum_{h \rightarrow 0}^{\infty} \text { (l'robability of exactly } k \text { amivals) } x
$$

(Probability that if there are exactly
$A$ atrivals, $I_{\mathrm{n}}(l)$ lies in $(I, I f$ f $l /)$ ).
Denoting the last probability in the summation by $I_{\text {tif }}(I) d T$, using notation introduced carlier, and cancelling out the fator dI gives

$$
\begin{equation*}
I^{\prime}(I)=\sum_{K<0}^{\infty} p(K) I_{k}(I) \tag{1.4-2}
\end{equation*}
$$

We shall compute $P_{\kappa}(I)$ by the method of "characteristic functions" ${ }^{8}$ from the definition

$$
\begin{equation*}
I_{\kappa}(t)=\sum_{k=1}^{\kappa} F\left(t-t_{k}\right) \tag{1.3-1}
\end{equation*}
$$

of $I_{K}(t)$. The method will be used in its simplest form: the probability that the sum

$$
x_{1}+x+\cdots+x_{k}
$$

of $K$ independent random variables lies between $X$ and $X+d X$ is

$$
\begin{equation*}
d X \frac{1}{2 \pi} \int_{-\infty}^{+\infty} e^{i \times u} \prod_{k=1}^{\kappa}\left(\text { average value of } e^{i k^{u} u}\right) d t \tag{1.4-3}
\end{equation*}
$$

The average value of $e^{+k^{4 \prime}}$, i.e., the characteristic function of the distribution of $x_{k}$, is obtained by averaging over the valucs of $x_{k}$. Although this is the simplest form of the method it is also the least general in that the integral does not converge for some important cases. The distribution which gives a probability of $\frac{1}{2}$ that $x_{k}=-1$ and $\frac{1}{2}$ that $x_{k}=+1$ is an example of such a case. However, we may still use (1.4-3) formally in such cases by employing the relation

$$
\begin{equation*}
\int_{-\infty}^{+\infty} e^{-i a u} d u=2 \pi \delta(a) \tag{1.4-4}
\end{equation*}
$$

where $\delta(a)$ is zero except at $a=0$ where it is infmite and its integral from $a=-\epsilon$ to $a=+\epsilon$ is unity where $\epsilon>0$.

When we identify $x_{k}$ with $F\left(t-t_{N}\right)$ we see that the average value of $e^{i x_{k}}$ is

$$
\frac{1}{T} \int_{0}^{T} \exp \left[i u F\left(t-t_{k}\right)\right] d t_{k}
$$

${ }^{3}$ The essentials of this method are date to Laplate. A few remarks on its history are given by E. C. Molina, Bull. Amor. Math. Soc., 36 (1930), pp. 369-392. An account of the method may be found in any one of several texts on probability theory. We mention "Random Variables and Probability Distributions," by II. Cramśr, Camb. Tract in Math. and Math. Phys. No. 36 (1937), Chap. IV. Also "Introduction to Mathematical Probability," by J. V. Uspensky, McGraw-Iill (1937), pages 240, 264, and 271-278.

All of the $K$ chatacteristic functions are the same and hence, from (1.4-3), $P_{n}(I) d I$ is

$$
d I \frac{1}{2 \pi} \int_{-\infty}^{1 \omega} e e^{u}\left(\frac{1}{T} \int_{0}^{\tau} \exp |i \| l i(l-\tau)| d \tau\right)^{N} d u
$$

Although in deriving this relation we have taken $K>0$, it also holds far $K=0$ (provided we use (1.4-4)). In this case $\left.P_{0}^{\prime} I\right)=\delta(I)$, because $I=0$ when no electrons arrive.

Inserting our expression for $P_{\kappa}(I)$ and the expression (1.1-3) for $A(K)$ in (1.4-2) and performing the summation gives

$$
\begin{align*}
& P(I)=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} \operatorname{cxp}(-i l u-\nu T \\
& \left.+\nu \int_{0}^{r} \exp [\operatorname{iuF} F(t-r)] d r\right) d u \tag{1.4-5}
\end{align*}
$$

The first exponentia! may le simplifed somewhat. ITeng

$$
\nu T=\nu \int_{0}^{T} d T
$$

permits us to write

$$
-\nu T+\nu \int_{0}^{T} \exp [i u F(\ell-\tau)] d \tau=\nu \int_{0}^{T}(\exp [i u F(t-\tau)]-1) d \tau
$$

Suppose that $\Delta<\ell<T-\Delta$ where $\Delta$ is the range discussed in connection with equation (1.31). Taking $|P(t-\tau)|=0$ for $|t-\tau|>\Delta$ then enables us to write the last expression as

$$
\begin{equation*}
\nu \int_{-\infty}^{+\infty}\left[e^{i u F(t)}-1\right] d t \tag{1.4-6}
\end{equation*}
$$

Placing this in (1.4 5) yieds the required expression for $P(I)$ :

$$
\begin{equation*}
P^{\prime}(I)=\frac{1}{2 \pi} \int_{-\infty}^{1 \infty} \exp \left(-i I u+\nu \int_{-\infty}^{+\infty}\left[c^{i u F(t)}-1\right] d t\right) d u \tag{1.4-7}
\end{equation*}
$$

An ielea of the whlitions unler which the normal law (1.4-1) is approached may be oltained from (1.4-7) by expanding (1.4-6) in powers of $u$ and letermining when the terms involving $u^{3}$ and higher powers of $u$ may be neglected. This is taken up for a slightly more general form of current in section 1.6 .

### 1.5 Exteneion of ('amphein.'s Theorba

In section 1.2 we have stated (amphell's theorem. Ilere we shall pive an extension of it. Inplace of the expression ( 1.0 1) for the $I(t)$ of the shot effect we shall deal with the current

$$
\begin{equation*}
I(t)=\sum_{k \rightarrow-\infty}^{1 \infty} a_{k} I\left(t \cdots t_{k}\right) \tag{1.5-1}
\end{equation*}
$$

where $P(t)$ is the same sort of function as before and where $\cdots a_{1}, a_{2}, \ldots$ $a_{k}, \cdots$ are independent random variables all having the same distribution. It is assumed that all of the moments $a^{\text {n }}$ exist, and that the events occur at random

The extension states that the $n$th semi-imariant of the probability density $P(I)$ of $I$, where $I$ is given hy ( $1.5-1$ ), is

$$
\begin{equation*}
\lambda_{n}=\ddot{\nu a^{n}} \int_{-\infty}^{+\infty}[F(t)]^{n} d t \tag{1.5-2}
\end{equation*}
$$

where $\nu$ is the expected number of events per second. The semi-invariants of a distribution are defined as the cocflicients in the expansion

$$
\begin{equation*}
\log _{0}\left(\text { ave. } e^{i J u}\right)=\sum_{n=1}^{N} \frac{\lambda_{n}}{n!}(i u)^{n}+o\left(u^{N}\right) \tag{1.5-3}
\end{equation*}
$$

i.e. as the coefficients in the expansion of the logarithm of the characteristic: function. The $\lambda$ 's are related to the moments of the elistribution. Thus if $m_{1}, m_{2}, \cdots$ denote the first, second $\cdots$ moments about zero we have

$$
\text { ave. } e^{i u u}=1+\sum_{n=1}^{N} \frac{m_{n}}{n!}(i u)^{n}+o\left(u^{N}\right)
$$

By combining this relation with the one defining the $\lambda$ 's it may be shown that

$$
\begin{aligned}
& \bar{I}=m_{1}=\lambda_{1} \\
& \dot{I}^{2}=m_{2}=\lambda_{2}+\lambda_{1} m_{1} \\
& I^{3}=m_{3}=\lambda_{8}+2 \lambda_{2} m_{1}+\lambda_{1} m_{2}
\end{aligned}
$$

It follows that $\lambda_{1}=\bar{I}$ and $\lambda_{2}=$ ave. $(I-\bar{I})^{2}$. Hence (1.5 2) yields the original statement of Camphell's theorem when we set $n$ equal to one and two and atso take all the $a$ 's to be unity.

The extension follows almost at once from the generalization of expression (1.4 7) for the probability density $P(I)$. By proceding ats in :erotion 1.4 and identifying $x_{k}$ with $a_{k} f\left(l \cdots l_{k}\right)$ we see that

$$
\text { ave. } e^{1 z_{k} u}=\frac{1}{T} \int_{-\infty}^{+\infty} q(a) d a \int_{0}^{r} \exp \left\lfloor\left[i n a L^{\prime}\left(t-t_{k}\right)\right] d t_{k}\right.
$$

where $q(a)$ is the probability density function for the a's. It furns out that the mobability demity $I$ ' $(1)$ of $I$ as defined by ( 1.51 ) is

$$
\begin{align*}
& P(I) \cdot \begin{array}{c}
1 \\
2 \pi
\end{array} \int_{: \infty}^{+\infty} \exp \left(\cdots i l_{u} \mid \nu \int_{-\infty}^{+\infty} q(a) d a\right. \\
&\left.\int_{-\infty}^{i \infty}\left|r^{i \operatorname{sur} P(n)}-1\right| d t\right) d u \tag{1.5-4}
\end{align*}
$$

The logatiinm of the characteristic function of $P(I)$ is, from (1.5 4),

$$
\begin{aligned}
\nu \int_{-\infty}^{+\infty} q(a) d l \int_{-\infty}^{+\infty}\left[e^{i u a p(n)}\right. & -1] d t \\
& =\sum_{n=1}^{\infty} \frac{(i u)^{n}}{\left.n\right|^{n}} \nu \int_{-\infty}^{+\infty} q(a) d a a^{n} \int_{-\infty}^{+\infty} F F^{n}(t) d t
\end{aligned}
$$

Comparison with the series ( $1.5-3$ ) defining the semi-invariants gives the. extension of Campleill's theorem stated by (1.5-2).

Other extensions of Camplell's theorem may be made. For example, suype in the capiozaion ( 1.5 i) for $i(i)$ that $t_{1}, t_{2}, \cdots t_{k}, \cdots$ while still random variables, are no longer necessarily distributed according to the laws assumed above. Suppose now that the probability density $p(x)$ is given where $x$ is the interval between two successive events:

$$
\begin{align*}
& t_{2}=t_{1}+x_{1}  \tag{1.5-5}\\
& t_{\mathrm{B}}=t_{2}+x_{2}=t_{1}+x_{1}+x_{2}
\end{align*}
$$

and so on. For the case treated above

$$
\begin{equation*}
p(x)=\nu c^{-\nu x} \tag{1.5-6}
\end{equation*}
$$

We assume that the experted number of events per sccond is still $\nu$.
Also we take the special, but important, case for which

$$
\begin{array}{ll}
I(t)=0, & t<0  \tag{1.5-7}\\
F(t)=e^{-a t}, & t>0 .
\end{array}
$$

For a very long interval extending from $t=t_{1}$ to $t=T+t_{1}$ inside of which there are exactly $k$ events we have, if $t$ is not near the ends of the interval,

$$
\begin{aligned}
I(t)= & a_{1} F\left(t-t_{1}\right)+a_{2} F\left(t-t_{1}-x_{1}\right)+\cdots \\
& \left.\vdots a_{\kappa+1} \mu^{2 /(t} \quad i_{1} \quad a_{1} \cdots-x_{K}\right) \\
= & a_{1} F\left(l^{\prime}\right)+a_{2} F\left(t^{\prime}-x_{1}\right)+\cdots+a_{K+1} F\left(t^{\prime}-x_{1}-\cdots-x_{K}\right)
\end{aligned}
$$

$$
\begin{aligned}
& I^{2}(t)=a_{1}^{2} F^{2}\left(t^{\prime}\right)+a_{2}^{2} F^{\prime \prime}\left(t^{r}-x_{1}\right)+\cdots+a_{k=1}^{2} l^{i}\left(t^{\prime} \cdots x_{1} \cdots-x_{K}\right) \\
& 1 \cdot 2 a_{1} a_{2} F\left(l^{\prime}\right) f^{\prime}\left(l^{\prime}-x_{1}\right)+\cdots+2 a_{1 l_{\mathrm{A}} 11} I^{\prime}\left(l^{\prime}\right) I \cdot\left(l^{\prime} \cdots x_{1} \cdots-x_{\kappa}\right) \\
& +2 a_{2} a_{3} l^{\prime}\left(t^{\prime}-x_{1}\right) r\left(l^{\prime}-x_{1}-x_{2}\right)+\cdots+\cdots
\end{aligned}
$$

where $t^{\prime}=t \quad t_{1}$. If we integrate $l^{2}(i)$ over the entire interval $0<t^{\prime}<T$ and drop the primes we ret approximately

$$
\begin{aligned}
& \int_{0}^{T} I^{2}(l) d t=\left(n_{1}^{2}+\cdots+a_{K+1}^{2}\right) c(0) \\
& +2 a_{1} a_{5} \varphi\left(x_{\mathrm{i}}\right)+2 a_{1 a_{3 \varphi} \varphi}\left(x_{1}+x_{2}\right)+\cdots+2 a_{1} a_{\kappa \cdot 11} \varphi_{1}\left(x_{1}+\cdots+x_{K}\right) \\
& +2 a_{2} a_{35}\left(x_{2}\right)+\cdots+\cdots+2 a_{\kappa} a_{\kappa, ~} \varphi\left(x_{\kappa}\right)
\end{aligned}
$$

where

$$
\varphi(x)=\int_{-\infty}^{+\infty} F(t) F(t-x) d x
$$



$$
\frac{K a_{1}^{2}+\cdots+a_{v, 1}^{2}}{T} f(0)=\nu a^{2} c(0)
$$

$$
\begin{gathered}
\frac{1}{T}\left[a_{1} a_{2} \varphi\left(x_{1}\right)+a_{2} a_{3} \varphi\left(x_{1}\right)+\cdots+a_{K} a_{K+1} \varphi\left(x_{K}\right)\right]=\frac{K}{T} \text { average } a_{k} a_{k+1} \varphi\left(x_{1}\right) \\
\quad=\nu \bar{a}^{2} \int_{0}^{\infty} \varphi(x) p(x) d x \\
\frac{1}{T}\left[a_{1} a_{3} \varphi\left(x_{1}+x_{2}\right)+\cdots\right]=\frac{K-1}{T} \text { ave. } a_{k} a_{k+3} \varphi\left(x_{k}+x_{k+1}\right) \\
=\nu \bar{a}^{2} \int_{0}^{\infty} d x_{1} \int_{0}^{\infty} d x_{2} p\left(x_{1}\right) p\left(x_{2}\right)_{\varphi}\left(x_{1}+x_{2}\right)
\end{gathered}
$$

Consequently

$$
\begin{aligned}
I^{2}(t)= & \operatorname{Lim}_{r \rightarrow \infty} \frac{1}{T} \int_{0}^{T} I^{2}(t) d t \\
= & \nu \dot{a}^{2} \varphi(0)+2 \nu \bar{a}^{2}\left[\int_{0}^{\infty} p(x)_{\varphi}(x) d x\right. \\
& \left.\quad+\int_{0}^{\infty} d x_{1} \int_{0}^{\infty} d x_{1} p\left(x_{1}\right) p\left(x_{2}\right)_{4}\left(x_{1}+x_{1}\right)+\cdots\right]
\end{aligned}
$$

For our special exponential form (1.5 7) for $F(t)$,

$$
\varphi(x)=\frac{e^{-\alpha x}}{2 \alpha}
$$

and the multiple integrals occurring in the expression for $I^{2}(\ell)$ may le writen in terms of powers of

$$
\begin{equation*}
q=\int_{0}^{\infty} p(x) e^{-a x} d x \tag{1.5-8}
\end{equation*}
$$

Thus

$$
2 N l^{2}(t)=\nu a^{2}+2 a^{2} \nu \quad q \quad \underset{1}{\cdots}
$$

and since

$$
\bar{I}(t)=\nu \bar{a} \int_{-\infty}^{+\infty} F(t) d t=\nu \vec{a} / \alpha
$$

we have

$$
\begin{equation*}
I(i)-I()^{2}=\frac{\nu a^{2}}{2 \alpha}+\left(\frac{\nu \bar{a}}{\alpha}\right)^{2}\left[\frac{\alpha q}{\nu(i-q)}-1\right] \tag{1.59}
\end{equation*}
$$

Equations (1.5 8) and (1.59) give us an extension of Camphell's theorem subject to the restrictions discussed in connection with equations (1.5-5) and (1.57). Other generalizations have heen made ${ }^{4}$ but we shall leave the subject here. The reader may find it interesting to verify that (1.5-9) gives the correct answer when $p(x)$ is given by (1.5 6), and also to investigate the case when the events are spaced equally.

### 1.6 Aplroacif of Distribution of $I$ to a Normai. Law

In section 1.5 we saw that the probability density $P(I)$ of the noise current I may be expressed formally as

$$
\begin{equation*}
P(I)+\frac{1}{2 \pi} \int_{-\infty}^{+\infty} \exp \left[-i I u+\sum_{n=1}^{\infty}(i u)^{n} \lambda_{n} / n!\right] d u \tag{1.6-1}
\end{equation*}
$$

where $\lambda_{n}$ is the $n$th semi-invariant given by (1.5-2). By setting

$$
\begin{gather*}
\lambda_{2}=\sigma^{2} \\
x=\frac{I-\lambda_{1}}{\sigma}=I-\bar{I} \tag{1.6-2}
\end{gather*}
$$

[^1]expanding
$$
\operatorname{ep} \sum_{n=3}^{\infty}(i u)^{n} \lambda_{n} / n!
$$
as a power scries in $u$, integrating termwie using
\[

$$
\begin{gathered}
\frac{1}{2 \pi} \int_{-\infty}^{+\infty}(i u \sigma)^{n} \exp \left[-i u \sigma x-\begin{array}{c}
u^{2} \sigma^{2} \\
2
\end{array}\right] d u=(-)^{n} \sigma^{1} \varphi^{(n)}(x) \\
夕^{(n)}(x)=\frac{1}{\sqrt{2} \pi d x^{n}} e^{e^{z^{8} / 2}}
\end{gathered}
$$
\]

and finally coilecting terms arcording to their order in powers of $\nu{ }^{1 / 2}$, gives

$$
P(I) \sim \sigma^{-1} \varepsilon^{(0)}(x)-\begin{gather*}
\lambda_{3} \sigma^{-4}  \tag{1.6-3}\\
3!
\end{gather*} \varphi^{(3)}(x)+\left[\begin{array}{c}
\lambda_{4} \sigma^{-5} \\
4!\varphi^{(4)}(x)
\end{array}+\begin{array}{c}
\lambda_{9}^{2} \sigma^{-7} \\
72^{-} \varphi^{(6)}(x)
\end{array}\right]+\cdots
$$

The first term is $O\left(\nu^{-1 / 2}\right)$, the second term is $O\left(\nu^{-1}\right)$, and the term within brackets is $0\left(\nu^{-3 / 2}\right)$. This is Jidgeworth's series.' The first term gives the normal distribution and the remaining terms show how this distribution is approached as $\nu \rightarrow x$.

### 1.7 The: Fouriek Components of $I(t)$

In some analytical work noise current is represented as

$$
I(t)=\frac{a_{0}}{2}+\sum_{n=1}^{N}\left(a_{n} \cos \begin{array}{c}
2 \pi n t  \tag{1.7-1}\\
T
\end{array}+b_{n} \sin \begin{array}{c}
2 \pi n t \\
T
\end{array}\right)
$$

where at a suitable place in the work $T$ and $N$ are allowed to become infinite. The coefficients $a_{n}$ and $b_{n}, 1 \leq n \leq N$, are regarded as independent random variables distributed about zero according to a normal law.

It appears that the association of (1.7-1) with a sequence of disturbances occurring at random goes back many years. Rayleigh ${ }^{6}$ and Gouy suggested that black-body radiation and white light might both he regarded as sequences of irregularly distributed impulses.

Finstein ${ }^{7}$ and von laue have discussed the normal distribution of the coefficients in (1.7-1) when it is used to represent black-body radiation, this radiation being the resultant produced by a great many independent os-

[^2]ciliatoms. Some argument arose ats to whether the coeflionents in ( 1.7 i) were statistically independent or not. It was; finally decided that they are indepentent.

The shot effect current has been represented in this way by Schotlky. ${ }^{\text {a }}$ The fourier suries representation has been discussed by H. Nyequist and atso by (iondsmit and Weiss. Remark: made by A. Schuster ${ }^{\prime \prime \prime}$ are equivalent to the statement that $a_{n}$ and $b_{n}$ are distributed normally.

In view of this weath of information on the subject it may aplear superthous to say anything ahout it. However, for the sake of completeness, we shat outline the thoughts which lead to (1.7-1).

In line with our usual approach to the shot effect, we supose that exactly $K$ electrons arrive during the interval ( 0,7 ), so that the noise current for the interval is

$$
\begin{equation*}
I_{\kappa}(t)=\sum_{i=1}^{\kappa} H\left(t-t_{k}\right) \tag{1.7-2}
\end{equation*}
$$

The coetlicients in the lourier series expansion of $I_{\kappa}(t)$ over the interval ( $0, T$ ) are $a_{n k}$ and $b_{n k}$ where

$$
\begin{align*}
a_{n K}-i b_{n} K & =\frac{2}{T} \sum_{k=i}^{K} \int_{0}^{T} F\left(t-t_{k}\right) \operatorname{cxp}\left[\begin{array}{c}
2 \pi n t \\
-i
\end{array}\right] d t \\
& -\frac{2}{T} \sum_{k=1}^{\kappa} \int_{-\infty}^{+\infty} F(t) \exp \left[\begin{array}{c}
2 \pi n \\
T
\end{array}\left(t+t_{k}\right)\right] d t \\
& =R_{n} e^{-i \varphi_{n}} \sum_{k=1}^{\kappa} e^{-i n \theta_{k}} \tag{1.7-3}
\end{align*}
$$

In this expression

$$
\begin{align*}
& \theta_{k}=\begin{array}{c}
2 \pi t_{k} \\
T
\end{array} \\
& R_{n} e^{-i \varphi_{n}}-C_{n}-i S_{n}=\frac{2}{T} \int_{\omega}^{1 \infty} P(t) e^{i 2 v n t / T} d t \tag{1.7-4}
\end{align*}
$$

In the earlier sections the arrival times $t_{1}, t_{2}, \cdots t_{\kappa}$ were regarded as $K$ independent random variable earh distributed uniformly over the interval ( $(, T)$. Hence the $\theta_{k}$ 's may be regarded as random variables distributed uniformly over the interval of to $2 \pi$.

Incidentally, it will be noted that in (1.7-3) there occurs the sum of $K$ randomly oriented unit vectors. When $k$ becomes very large, as it does

[^3]when $\nu .>\infty$, it is known that the real and in aginary parts of this sum are random variables, which tend to become independent and nomanlly distributed about zero. This suggests the mamer in which the normat distribution of the coefficients arises. Averaging over the $0_{k}$ 's in (1.7 3) gives when $n>0$
\[

$$
\begin{equation*}
\hat{a}_{n K}=\hat{b}_{n K}=0 \tag{1.75}
\end{equation*}
$$

\]

Some further algebra gives

$$
\begin{align*}
a_{n K}^{2} & =b_{n K}^{2}=\frac{K}{2} K_{n}^{2}  \tag{1.7-6}\\
a_{n K} b_{n K} & =a_{n K} a_{m K}=b_{n K} t_{m K}=0
\end{align*}
$$

where $n \neq m$ and $n, m>0$.
So far, we have been considering the case of exactly $K$ arrivals in our interval of length $T$. Now we pass to the general case of any number of arrivals by making use of formulas analogous to

$$
\begin{equation*}
\dot{a_{n}^{2}}=\sum_{K=0}^{\infty} p(K) a_{n \pi}^{2} \tag{1.7-7}
\end{equation*}
$$

as has been done in section 1.3. Thus, for $\boldsymbol{n}>0$,

$$
\begin{align*}
a_{n} & =\bar{b}_{n}=0 \\
\overline{a_{n}^{2}} & =\overline{b_{n}^{2}}=\nu T  \tag{1.7-8}\\
\overline{a_{n}} \bar{b}_{n} & =\tilde{a}_{n}^{2}=\sigma_{n}^{2}=b_{n} b_{n}=0, \quad n \neq m
\end{align*}
$$

In the second line we have used $\sigma_{n}$ to denote the standard deviation of $a_{n}$ and $b_{n}$. We may put the expression for $\sigma_{n}^{2}$ in a somewhat different form by writing

$$
\begin{equation*}
f_{n}=\frac{n}{T}=n \Delta f, \quad \Delta f=\frac{1}{T} \tag{1.7-9}
\end{equation*}
$$

where $f_{n}$ is the frequency of the $\boldsymbol{n}$ th component. Using (1.7-4),

$$
\begin{equation*}
\sigma_{n}^{2}=2 \nu \Delta f\left|\int_{-\infty}^{+\infty} F(t) e^{-i 2 \pi / n t} d t\right|^{2} \tag{1.7-10}
\end{equation*}
$$

Thus, $\sigma_{n}^{2}$ is proportional to $\nu / T$.
The probability density function $P\left(a_{1}, \cdots a_{N}, b_{1}, \cdots b_{N}\right)$ for the $2 N$ coefficients, $a_{1}, \cdots a_{N}, b_{1}, \cdots b_{N}$ may be derived in much the same fashion as was the probability density of the noise current in section 1.4. Here $N$
is arbitrary but fixed. The expression anatogous to (1.4.5) is the $2 N$ foll integral

$$
\begin{align*}
& P\left(a_{1}, \cdots, b_{N}\right)=(2 \pi)^{-2 N} \int_{-\infty}^{+\infty} d u_{1} \cdots \int_{-\infty}^{+\infty} d v_{N}  \tag{1.7-11}\\
& \quad \exp \left[-i\left(a_{1} u_{1}+\cdots+b_{N} \varepsilon_{N}\right)-\nu T+\nu T E\right]
\end{align*}
$$

where
$F=\frac{1}{2 \pi} \int_{0}^{2 \pi} d \theta \exp \left[i \sum_{n=1}^{N}\left(u_{n} C_{n}+v_{n} S_{n}\right) \cos n \theta+\left(v_{n} C_{n}-u_{n} S_{n}\right) \sin n \theta\right]$
in which $C_{n}-i S_{n}$ is defined as the Fourier transform (1.7-4) of $F(t)$.
The next step) is to show that (1.7-11) approaches a normal law in $2 N$ dimensions as $\nu \rightarrow \infty$. 'This appears to be quite involves. It will be noted that the integrand in the integral defining $E$ is composed of $N$ factors of the form

$$
\begin{aligned}
& \exp \left[i \rho_{n} \cos \left(n \theta-\psi_{n}\right)\right] \\
& \quad=J_{0}\left(\rho_{n}\right)+2 i \cos \left(n \theta-\psi_{n}\right) J_{1}\left(\rho_{n}\right)-2 \cos \left(2 n \theta-2 \psi_{n}\right) J_{2}\left(\rho_{n}\right)+\cdots
\end{aligned}
$$

where

$$
\rho_{n}^{2}=\left(u_{n}^{2}+v_{n}^{2}\right)\left(C_{n}^{2}+S_{n}^{2}\right)=\underset{\nu T}{2} \sigma_{n}^{2}\left(u_{n}^{2}+v_{n}^{2}\right) .
$$

As $v$ becomes large, it turns out that the integral (1.7-11) for the prob)ability density obtains most of its contributions from small values of $u$ and $\boldsymbol{v}$. By substituting the pronluct of the Bessel function series in the integral for $\boldsymbol{E}$ and integrating we find

$$
E=\prod_{n=1}^{N} J_{0}\left(\rho_{n}\right)+A+B+C
$$

where $A$ is the sum of products such as

$$
-2 i \cos \left(\psi_{k+\ell}-\psi_{k}-\psi \ell\right) J_{1}\left(\rho_{k}\right) J_{1}(\rho \ell) J_{1}\left(\rho_{k+} \ell\right) \text { times } N-3 J_{0} ' s
$$

in which $0<k \leq l$ and $2 \leq k+l \leq N$. Similarly $B$ is the sum of products of the form

$$
-2 i \cos \left(\psi_{2 k}-2 \psi_{k}\right) J_{1}\left(\rho_{2 k}\right) J_{2}\left(\rho_{k}\right) \text { times } N-2 J_{0} \text { s }
$$

(' consists of terms which give fourth and higher powers in $u$ and $v$. There are roughly $N^{2} / 4$ terms of form $A$ and $V_{i} 2$ terms of form $B$.

Expanding the lesselfunctions, neglecting all powers above the third and
proceding as in section 1.4, will give us the normal distribution phe the first correction term. It is rather a messy affair. Au idea of how it looks may be obtained by taking the suecial case in which $r^{\prime}(t)$ is an even function of $t$ and neglecting terns of type $\boldsymbol{B}$. Then

$$
\begin{equation*}
P\left(a_{1}, \cdots a_{N}, b_{i}, \cdots b_{N}\right)=(1+\eta) \prod_{n=1}^{N} e_{2 \pi \sigma_{n}^{\left(x_{n}^{2}+y_{n}^{2}\right) / 2}}^{2} \tag{1.7-12}
\end{equation*}
$$

where

$$
\begin{align*}
& x_{n}=\frac{a_{n}}{\sigma_{n}}, \quad y_{n}=\frac{b_{n}}{\sigma_{n}} \\
& \eta=(2 \nu T)^{-l / 2} \sum_{k, \ell}\left[x_{k}, \ell\left(x_{k} x \ell-y_{k} y \ell\right)+2 y_{k_{1} \ell} y_{k} y^{\prime} \ell\right] \tag{1.7-1.3}
\end{align*}
$$

and the summation extends over $2 \leq k+l \leq N$ with $k \leq l$.
It is seen that if $T$ anc. $N$ are held constant, the correction term $\eta$ approaches zero as $\nu$ becomes very large. A very rough idea of the magnitude of $\eta$ may be obtained by assuming that unity is a representative value of the $x$ 's and $y$ 's. Further assuming that there are $N^{2}$ terms in the summation each one of which may be positive or negative suggests that magnitude of the sum is of the order of $N$. Hence we might expect to find that $\eta$ is of the order of $N(2 \nu T)^{-1 / 2}$.

## I'ART II

## POWLER SIPCTRA AND (ORRELATION FUNCTIONS

### 2.0 Introduction

A theory for analyzing functions of time, $t$, which do not die down and which remain finite as $t$ approaches infinity has gradually been developed over the last sixty years. A few words of its history together with an extensive bibliography are given by N . Wiener in his paper on "Generalized Harmonic Analysis"." G. Gouy, Lord Raykigh and A. Schuster were led to study this problem in their investigations of such things as white light and noise. Schuster ${ }^{22}$ invented the "periodogram" method of analysis which has as its object the discovery of any periodicities hidden in a continuous curve representing meteorological or economic data.

[^4]The correlation function, whinh turns at lo be a very useful hool, appatrutly was introluced by (i. I. Taylur. ${ }^{13}$ Recont'y it has been used by quite a fow writers ${ }^{14}$ in the mathematical theory of turbulence.

In section 2.1 the prwe sectram and conclation folltion of a specife function, such as our given by a curve exteming to $t=\infty$, are defined by equations (2.1 3) and (2.14) repoctively. That they are related by the fourier inversion formular ( 2.15 ) and (2.16) is merely stated; the discussion of the methool of preof being delayed until sections 2.3 and 2.4. In section 2.3 a discussion based on Fourier series is given and in section 2.4 a parallel treatment starting with Parecval's integral theorem is set forth. The results as given in section 2.1 have to be supplemented when the function being analyzed contains a d.c. or periodic components. This is taken un in section 2.2.

The first four sections deal with the analysis of a specific function of $t$. However, most of the applications are made to functions which behave as though they are more or less random in character. In the mathematical analysis this rambomness is introduced by assuming the function of $t$ to be also a function of suitable parameters, and then letting these parameters be random variables. 'This question is taken up in section 2.5. In section 2.6 the results of 2.5 are applied to determine the average power spectrum and the average correlation function of the shot effect current. The same thing is clone in 2.7 for a flat top wave, the tops (and bottoms) being of random length. The case in which the intervals are of equal length but the sign of the wave is random is also discussed in 2.7. The representation of the noise current as a trigonometrical series with random variable coefficients is taken up in 2.8. The last two sections 2.9 and 2.10 are devoted to probability theory. The normal law and the central limit theorem, respectively, are discussed.

### 2.1 Some Rfsuits of Gfeneralized Marmonic Analysis

We shall first state the results which we need, and then show that they are plausible by methods which are heuristic rather than rigorous. Suppose that $I(t)$ is one of the functions mentioned above. We may think of it as teing specified by a curve extending from $t=-\infty$ to $t=\infty . \quad I(t)$ may be regarded as composed of a great number of simusoidal components whose frequencies range from 0 to $+\infty$. It docs not necessarily have to be a noise current, but if we think of it as such, then, in flowing through a resista, ice of one ohm it will dissipate a rertain average amount of power, say $\rho$ watts.

[^5]That portion of $\rho$ arising frem the component: having ferpurncies betwern $f$ and $f+d f$ will be denoted by we $f(f)$, and conserpuently

$$
\begin{equation*}
\rho=\int_{0}^{\omega} u(f) d f \tag{2.1-1}
\end{equation*}
$$

Since ef $f$ ) is the perlrmo of the averate fower we shatl call it the "power spectrum" of $I(t)$. It has the dimensions of energy and on this arcount is frequently called the "romerg-frequen $y$ spectrum" of $I(t)$. A mathematisal formulation of this discussion leats to a dear cot defmition of $2(f)$.

Let $\Phi(t)$ be a function of $t$, which is zero outside the interval $0 \leq t \leq T$ and is equal to $I(t)$ inside the interval. Its spectrum $S(f)$ is given by

$$
\begin{equation*}
S(f)=\int_{0}^{T} I(t) e^{2 \pi i f t} d t \tag{2.1-2}
\end{equation*}
$$

The spectrum of the power, $w(f)$, is defined as

$$
\begin{equation*}
w(f)=\operatorname{Limit}_{T \rightarrow \infty} \frac{2|S(f)|^{2}}{T} \tag{2.1-3}
\end{equation*}
$$

where we consider only values of $f>0$ and assume that this limit exists. This is substantially the definition of w(f) piven by J. R. Carson ${ }^{15}$ and is useful when $I(t)$ has no feriodic terms and no d.e. component. In the latter case (2.1 3) must cither be supplenemted by additional definitions or else a somewhat differrut methed of approach used. These questions will be discussed in section 2.2 .

The correlation function $\psi(\tau)$ of $I(t)$ is defined ty the limit

$$
\begin{equation*}
\psi(r)=\operatorname{Liniit}_{r \rightarrow \infty} \frac{1}{T} \int_{0}^{T} I(t) I(t+\tau) d t \tag{2.1-4}
\end{equation*}
$$

which is assumed to exist. $\psi(\tau)$ is closely related to the correlation cocflicients used in statistical theory to measure the correlation of two random variables. In the present ase the value of $I(t)$ at time $t$ is one variable and its value at a different time $l+\tau$ is the other variable.
The spectrum of the power $w(f)$ and the correlation function $\psi(r)$ are related by the equations

$$
\begin{align*}
& w(f)=4 \int_{\pi}^{\infty} \psi(\tau) \cos 2 \pi f \tau d \tau  \tag{2.1-5}\\
& \psi(r)=\int_{0}^{\infty} u(f) \cos 2 \pi f r d f \tag{2.1-6}
\end{align*}
$$

16 "The Statistical Fnergy Frequency Sipectrum of Randm, Disturhances," B.S.T.J., Vol. 10, 11]. 374-381 (1931).

- It is seen that $\psi(r)$ is an even function of $r$ and that

$$
\begin{equation*}
\psi(0)=\rho \tag{2.1-7}
\end{equation*}
$$

When either $\psi(r)$ or $w(f)$ is known the other may be obtained provided the corresponding integral converges.

### 2.2 Powfer Spfetrum for D.C. and Preriodic Components

As mentioned in section 2.1, when $l(t)$ has a d.c. or a periodic component the limit in the definition ( $2.1 \cdots 3$ ) for $w(f)$ does not exist for $f$ equal to zero or to the frequency of the periodic component. Perhaps the most satisfactory method of overcoming this difficulty, from the mathematical point of view, is to deal with the integral of the power spectrum. ${ }^{16}$

$$
\begin{equation*}
\int_{0}^{f} w(g) d g \tag{2.2-1}
\end{equation*}
$$

instead of with $w(f)$ itself.
The definition (2.1-4) for $\psi(\tau)$ still holds. If, for example,

$$
\begin{equation*}
I(l)=A+C \cos (2 \pi f o l-\varphi) \tag{2.2-2}
\end{equation*}
$$

$\psi(r)$ as given by (2.1-4) is

$$
\begin{equation*}
\psi(\tau)=A^{2}+\frac{C^{2}}{2} \cos 2 \pi f_{0} t \tag{2.2-3}
\end{equation*}
$$

The inversion formulas (2.1-5) and (2.1-6) give

$$
\begin{align*}
\int_{0}^{f} w(g) d g & =\frac{2}{\pi} \int_{0}^{\infty} \psi(r) \sin 2 \pi / \tau \\
\tau & d \tau  \tag{2.2-4}\\
\psi(t) & =\int_{0}^{\infty} \cos 2 \pi \int \tau d\left[\int_{0}^{\rho} w(g) d g\right]
\end{align*}
$$

${ }^{16}$ This is done by Wiener, ${ }^{14}$ loc. cit., and by G. W. Kenrick, "The Analysis of Irregular Motions with Applications to the Energy Frequency Stectrum of Static and of Telegraph Signals," Phil. Mag., Ser. 7. Vol. 7, pp. 176-195 (Jan. 192:). Kenrick appears to be one of the first to apply, to noise problems, the correlation function method of computing the power spectrum (one of his problems is discussed in Sec. 2.7). He bases his work on results due to Wiener. Khintchine, in "Korrelationstheorie der stationaren stochastischen Prozesse," Math. Antalen, 109 (1934), pp. 604-615, proves the following theorem: A necessary and sufficient condition that a function $R(t)$ may be the correlation function of a continuous, stationary, stochastic process is that $R(t)$ may be expressed as

$$
K(l)=\int_{-\infty}^{+\infty} \cos t x d F(x)
$$

where $F(x)$ is a certain distribution function. This expression for $R(t)$ is essentially the second of equations (2.2-4). Khintchine's work has been exten lel by H. Crainer, "On the theory of stationary random procegses," 4 nn . of Muth., Ser. 2, Vol. 41 (ijt), pp. 215-230. However, Khintchine and Cramsr appear to be interestel pri.narily in questions of existence, representation, etc., and d. not stress the concept of the power spectrum.

Where the last integral is to be repared ats a Stielt je:' integral. Winen the expression (2.2.3) for $\forall(5)$ is piaced in the firct formala of ( 2.2 . f) we get

$$
\int_{0}^{f} x(g) d g=\left\{\begin{array}{lc}
A^{2} & \text { when } 0<f<f_{0}  \tag{2.25}\\
A^{2}+\frac{c^{2}}{2}, & \text { " } f>f_{0}
\end{array}\right.
$$

When this expression is used in the eccond fommula of ( 2.24 , the inctementh of the differential are seen to be $A^{2}$ at $f: 0$ and $\boldsymbol{c}^{2} / 2$ at $f=-f_{0}$. The msulting cxiression for $\psi(\tau)$ agres with the oripinal one

Here we desire to use a less rigorous, hut more comvenient, methorl of dealing with periodic components. By examining the integral of ee(f) as given by ( 2.2 5) we are led to write

$$
u^{\prime}(f)=2.1^{2} \delta(f)+\frac{c^{2}}{2} \delta\left(f-f_{0}\right)
$$

where $\delta(x)$ is an even unit impulse function so that if $\epsilon>0$

$$
\begin{equation*}
\int_{0}^{0} \delta(x) d x=\frac{1}{2} \int_{-1}^{0} \delta(x) d x=\frac{1}{2} \tag{2.27}
\end{equation*}
$$

and $\delta(x)=0$ except at $x=0$, where it is infinite. This emables us to use the simpler inversion formulas of section 2.1. The scoond of these, (2.1 6), is immediately seen to give the correct expression for $\psi(r)$. The first one, (2.1-5), gives the correct expression for $w(f)$ provided we interpret the integrals as follows:

$$
\begin{align*}
& \int_{0}^{\infty} \cos 2 \pi f \tau d \tau=\frac{1}{2} \delta(f) \\
& \int_{0}^{\infty} \cos 2 \pi f_{0} \tau \cos 2 \pi f \tau d \tau=\frac{1}{4} \delta\left(f-f_{0}\right) \tag{2.2-8}
\end{align*}
$$

It is not hard to show that these are in agreement with the fundamental interpretation

$$
\begin{equation*}
\int_{-\infty}^{+\infty} e^{-i 2 \pi / t} d t=\int_{-\infty}^{+\infty} e^{i 2 \pi f t} d l=\delta(f) \tag{2.2-9}
\end{equation*}
$$

which in ats turn follows from a formal application of the lourier integral formula and

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \delta(f) e^{i 2 \pi f t} d f=\int_{-\infty}^{+\infty} \delta(f) e^{-i z r / t} d f=1 \tag{2.2-10}
\end{equation*}
$$

We must remember that $f_{0}>0$ and $f \geq 0$ in (2.28) so that $\delta\left(f+f_{0}\right):=0$ for $f \geq 0$.

The definition (2.1-3) for $w(f)$ fives the continnous part of the power spectrum. In order to get the part due to the dic. and periodic components, which is excmplifed by the expression (2.26) for $w(f)$ involving the $\delta$ functions, we must supplement $(2.1-3)$ by adding terms of the type

$$
\begin{align*}
& 2 A^{2} \delta(f)+C_{2}^{2} \delta\left(f-f_{0}\right)=\left[\operatorname{Limit}_{T \rightarrow \infty} \begin{array}{cc}
2|S(0)|^{2} \\
T^{2}
\end{array}\right] \delta(f)  \tag{2.2-11}\\
& +\left[\operatorname{Limit}_{r \rightarrow \infty} \frac{2\left|S\left(f_{0}\right)\right|^{2}}{T^{2}}\right] \delta\left(f-f_{0}\right)
\end{align*}
$$

The correctness of this expression may be verified by calculating $\boldsymbol{S}(f)$ for the $I(t)$ of this section given by (2.2 2), and actually carrying out the limiting process.

### 2.3 Discussion of Rrsults of Section One--lourier Serifs

The fact that the spectrum of power $w(f)$ and the correlation function $\psi(r)$ are related by fouricr inversion formulas is closely connected with Parseval's theorems for l'ourier series and integrals. In this section we shall not use Parseval's theorems explicitly. We start with Fourier's series and use the concept of each component dissipating its share of energy independently of the behavior of the other components.

Let that portion of $I(t)$ which lies in the interval $0 \leq t<T$ be expanded in the Fourier series

$$
\begin{equation*}
I(t)=\frac{a_{0}}{2}+\sum_{n=1}^{\infty}\left(a_{n} \cos \frac{2 \pi n t}{T}+b_{n} \sin \frac{2 \pi n t}{T}\right) \tag{2.3-1}
\end{equation*}
$$

where

$$
\begin{align*}
& a_{n}=\frac{2}{T} \int_{0}^{T} I(t) \cos \frac{2 \pi n t}{T} d t \\
& b_{n}=\frac{2}{T} \int_{0}^{T} I(t) \sin \frac{2 \pi n t}{T} d t \tag{2.3-2}
\end{align*}
$$

Then for the interval $-\tau \leq t<T-\tau$,
$I(t+\tau)=\frac{a_{0}}{2}+\sum_{n=1}^{\infty}\left(\begin{array}{c}\left.a_{n} \cos \begin{array}{c}2 \pi n(t+\tau) \\ T\end{array}+b_{n} \sin \begin{array}{c}2 \pi n(t+\tau) \\ T\end{array}\right), ~(t)\end{array}\right)$
Multiplying the series for $I(t)$ and $I(t+r)$ tugether and integrating with respect to $t$ gives, after some redution,

$$
\begin{align*}
& \frac{1}{T} \int_{0}^{T} I(t) I(t+\tau) d t \\
&  \tag{2.3-4}\\
& \quad=\frac{a_{0}^{2}}{4}+\sum_{n=1}^{\infty} \frac{1}{2}\left(a_{n}^{2}+b_{n}^{2}\right) \cos \frac{2 \pi n}{T} \tau+\theta\left(\frac{r I^{2}}{T}\right)
\end{align*}
$$

where the last term repesents corrction terms which nust be added hecause the serics $(2.33)$ does not represent $\Gamma(t+r)$ in the interval $(T \cdots r, T)$ when $r>0$, orin the interval $(0,-r)$ if $r<0$.

If $J(t)$ were a current and if it were to flow throuph one ohm for the interval ( $0, T$ ), each component would dissipate a certain average amount of power. The average power dissipated by the component of frequency $f_{n}=n / T$ cycles per second would be, from the Fourier series and elementary principles,

$$
\begin{align*}
\frac{1}{2}\left(a_{n}^{2}+b_{n}^{x}\right) \text { uatts, } & n \neq 0 \\
\frac{a_{0}^{2}}{4} \quad \text { watts, } & n=0 \tag{2.3-5}
\end{align*}
$$

The band width associated with the $n$th component is the difference in frequency between the $n+1$ th and $n$th components:

$$
f_{n+1}-f_{n}=\frac{n+1}{T}-\frac{n}{T}=\frac{1}{T} c p s
$$

Hence if the average power in the band $f, f+d f$ is defined as $z(f) d f$, the average power in the band $f_{n+1}-f_{n}$ is

$$
w\left(f_{n}\right)\left(f_{n+1}-f_{n}\right)=w\left(\frac{n}{T}\right) \frac{1}{T}
$$

and, from (2.3-5), this is given by

$$
\begin{array}{rlr}
w\left(\frac{n}{T}\right) \frac{1}{T}=\frac{1}{2}\left(a_{n}^{2}+b_{n}^{2}\right), & n \neq 0 \\
w(0) \frac{1}{T} & =\frac{a_{0}^{z}}{4}, & n=0 \tag{2.3-6}
\end{array}
$$

When the coefficients in (2.3-4) are replaced by their expressions in terms of $w(f)$ we get

$$
\begin{align*}
& \frac{1}{T} \int_{0}^{T} I(t) I(t+\tau) d t+O\left(\frac{\tau I^{2}}{T}\right) \\
& \quad=\frac{1}{T} \sum_{n=0}^{\infty} v\left(\frac{n}{T}\right) \cos \frac{2 \pi n t}{T} \\
& \quad=\int_{0}^{\infty} w\left(\frac{n}{T}\right) \cos \frac{2 \pi n \tau r}{T} \frac{d n}{T}  \tag{2.3-7}\\
& \quad=\int_{0}^{\infty} w(f) \cos 2 \pi f \tau d f
\end{align*}
$$

where we have assumed $T$ so large and $w(f)$ of such a mature that the summation may be replaced by integration.

If $I$ remains finite, then as $I \rightarrow \infty$ with sheld fixed, the correction term on the left becomes negligibly small and we have, upon using the definitions (2.1-4) for the correlation function $\psi(r)$, the second of the fundarmental inversion formulas (2.1-6). The first inversion formula may be obtained from this at once by using Fouricr's double integral for $w(f)$.

Incidentally, the relation (2.3-6) between $w(f)$ and the coefficients $a_{n}$ and $b_{\mathrm{n}}$ is in agreement with the definition (2.1-3) for $w(f)$ as a limit involving $|S(f)|^{2}$. From the expreasions (2.3-2) for $a_{n}$ and $b_{n}$, the spectrum $S\left(f_{n}\right)$ given by (2.1-2) is

$$
S\left(f_{n}\right)=\frac{T}{2}\left(a_{n}-i b_{n}\right)
$$

Then, from (2.1-3) $w\left(f_{n}\right)$ is given by the limit, as $T \rightarrow \infty$, of

$$
\begin{aligned}
\frac{2}{T}\left|S\left(f_{n}\right)\right|^{2} & =\frac{2}{T} \cdot \frac{T^{2}}{4}\left(a_{n}^{2}+b_{n}^{2}\right) \\
& =\frac{T}{2}\left(a_{n}^{2}+b_{n}^{2}\right)
\end{aligned}
$$

and this is the expression for $w\left(\frac{n}{T}\right)$ given by (2.3-6).

### 2.4 Discussion of Results of Section One--Parseval's Theorem

The use of Parseval's theorem ${ }^{17}$ enables us to derive the results of section 2.1 more directly than the method of the preceding section. This theorem states that

$$
\begin{equation*}
\int_{-\infty}^{+\infty} F_{1}(f) F_{2}(f) d f=\int_{-\infty}^{+\infty} G_{1}(t) G_{2}(-t) d t \tag{2.4-1}
\end{equation*}
$$

where $F_{1}, G_{1}$ and $F_{2}, G_{2}$ are Fourier mates related by

$$
\begin{align*}
& F(r)=\int_{-\infty}^{+\infty} G(t) e^{-(2 x / t} d t \\
& G(t)=\int_{-\infty}^{+\infty} F(f) e^{(2 x f t} d f \tag{2.4-2}
\end{align*}
$$

It may be proved in a formal manner by replacing the $F_{1}$ on the left of (2.4-1) by its expression as an integral involving $G_{1}(t)$. Interchanging the
${ }^{17}$ E. C. Titchmarsh, Introduction to the Theory of Fourier Integrals, Oxford (1937).
order of integration and using the second of (2.4 2) to replace $F_{2}$ by (iz gives the right hand side.

We now set $g_{1}(t)$ and $C_{2}(t)$ equal to aro except for inter vals of length $T$. These intervals and the corresponding values of $b_{1}$ and $\mathcal{F}_{2}$ ate

$$
\begin{array}{ll}
G_{1}(t)=I(t), & 0<t<T  \tag{2.1-3}\\
G_{2}(t)=I(-t+\tau), & \tau \cdots T<t<\tau
\end{array}
$$

From (2.43) it follows that $F_{1}(f)$ is the spectrum . Sf $f$ ) of $I(i)$ given by equation (2.1-2). Since $I(t)$ is real it follows from the first of equations (2.1-2) that

$$
\begin{equation*}
S(-f)=S^{*}(f) \tag{2.4.4}
\end{equation*}
$$

where the star denotes conjugate omplex, and hence that $|S(f)|^{2}$ is an even function of $f$.

The first of equations (2.4 2) also gives

$$
\begin{align*}
& F_{2}(f)= \int_{r-r}^{\tau} I(-l+\tau) e^{i 2 \pi / t} d t \\
&= \int_{0}^{T} I(t) e^{i 2 z J(t-r)} d t  \tag{2.4-5}\\
&=S^{*}(f) e^{-i 2 \pi / r}
\end{align*}
$$

When these G's and $F$ 's are placed in (2.4-1) we ohtain

$$
\begin{equation*}
\int_{-\infty}^{+\infty}|S(f)|^{2} e^{2 r f \tau} d f=\int_{0}^{T-\tau} I(t) I(t+\tau) d t \tag{2.4-6}
\end{equation*}
$$

where we have made use of the fact that $G_{2}(--t)$ is mero except in the interval $-\tau<t<T-\tau$ and have assumed $\tau>0$. If $\tau<0$ the limits of integration on the right would be $-\tau$ and $T$.

Since $|S(f)|^{2}$ is an even function of $f$ we may write (2.4 6) as

$$
\begin{equation*}
\frac{1}{T} \int_{0}^{T} I(l) I(l+\tau) d l+O\binom{\tau I^{2}}{T}=\int_{0}^{\infty} \frac{2|S(f)|^{2}}{T} \cos 2 \pi f \tau d f \tag{2.4-7}
\end{equation*}
$$

If we now definc the correlation function $\psi(\tau)$ ats the limit, as $T \rightarrow \infty$, of the left hand side and define ad $f$ ) as the function

$$
\begin{equation*}
w(f)=\underset{T \rightarrow \infty}{\operatorname{Limit}} 2|S(f)|_{T}^{2}, \quad f>0 \tag{2.1.3}
\end{equation*}
$$

we obtain the second, (2.1 6), of the fumbamental inversion formulas. As before, the first may te obtained from Fonier's integral theorem.

In order to obtain the interpretation of $v(f) d f$ as the average power dissipated in one ohm by those components of $I(l)$ which lie in the band $f$, $f+d f$, we set $7=0$ in (2.47):

$$
\begin{equation*}
\operatorname{Limit}_{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} I^{2}(t) d t=\int_{0}^{\infty} z v(f) d f \tag{2.4-8}
\end{equation*}
$$

The expression on the left is certainly the total average power which would be dissipated in one ohm and the right hand side represents a summation over all frequencies extending from 0 to $\infty$. It is natural therefore to interpret $w(f) d f$ as the power due to the components in $f, f+d f$.

The preceding sections have dealt with the power spectrum $w(f)$ and correlation function $\psi(r)$ of a very general tyje of function. It will be noted that a knowledge of $w(f)$ does not enable us to determine the original function. In obtaining $w(f)$, as may be seen from the definition (2.1-3) or from (2.3-6), the information carried by the phase angles of the various components of $I(t)$ has been dropped out. In fact, as we may see from the Fourier series representation (2.3-1) of $I(t)$ and from (2.3 6), it is possible to obtain an infinite number of different functions all of which have the same $w(f)$, and hence the same $\psi(\tau)$. All we have to do is to assign different sets of values to the phase angles of the various components, thereby keeping $a_{n}^{2}+b_{n}^{2}$ constant.

### 2.5 Harmonic Analysis for Random Functions

In many applications of the theory discussed in the foregoing sections $I(t)$ is a function of $t$ which has a certain amount of randomness associated with it. For example $I(l)$ may be a curve representing the price of wheat over a long period of years, a component of air velocity behind a grid placed in a wind tunnel, or, of primary interest here, a noise current.

In some mathematical work this randomness is introduced by considering $I(t)$ to involve a number of parameters, and then taking the parameters to be random variables. Thus, in the shot effect the arrival times $t_{1}, t_{t_{1}}, \cdots t_{\kappa}$ of the electrons were taken to be the parameters and each was assumed to be uniformly distributed over an interval ( $0, T$ ).

For any particular set of values of the parameters, $I(t)$ has a definite power spectrum $w(f)$ and correlation function $\psi(\tau)$. However, now the principal interest is not in these particular functions, but in functions which give the average values of $w(f)$ and $\psi(r)$ for fixed $f$ and $\tau$. These functions are obtained by averaging $w(f)$ and $\psi(\tau)$ over the ranges of the parameters, using, of course, the distribution functions of the parameters.

By averaging both sides of the appropriate equations in sections 2.1 and
2.2 it is seen that our fundamental inversion formulae (2.1 5) and (2.1-6) are tuchanged. Thus,

$$
\begin{align*}
& \tilde{w}(f)=4 \int_{0}^{\omega} \bar{\psi}(r) \cos 2 \pi f r d r  \tag{2.5-1}\\
& \bar{\psi}(\tau)=\int_{0}^{\omega} \pi \bar{w}(f) \cos 2 \pi f r d f \tag{2.5-2}
\end{align*}
$$

where the bars indicate averages taken over the parameters with $f$ or $\tau$ held constant.

The definitions of $\bar{w}$ and $\bar{\psi}$ appearing in these equations are likewise obtained from (2.1-3) and (2.1-4)

$$
\dot{w}(f)=\underset{T \rightarrow \infty}{\operatorname{Limit}} \frac{\left.2 \bar{S}(f)\right|^{2}}{T}
$$

and

$$
\begin{equation*}
\bar{\psi}(\tau)=\operatorname{Limit}_{r \rightarrow \infty} \frac{1}{T} \int_{0}^{r} \bar{I}(t) I(t+\tau) d t \tag{2.5-4}
\end{equation*}
$$

The values of $t$ and $\tau$ are held fixed while averaging over the parameters. In (2.5-3) $S(f)$ is regarded as a function of the parameters obtained from $I(l)$ by

$$
\begin{equation*}
S(f)=\int_{0}^{T} I(t) e^{-2 \pi i f t} d t \tag{2.1-2}
\end{equation*}
$$

Similar expressions may be obtained for the average power spectrum for d.c. and periodic components. All we nced to do is to average the expression (2.2-11)

Sometimes the average value of the product $I(t) I(l+\tau)$ in the definition $(2.5 \cdots)$ of $\bar{\psi}(r)$ is independent of the time $T$. This enables us to perform the integration at once and obtain

$$
\begin{equation*}
\bar{\psi}(r)=I(l) I(l+\tau) \tag{2.5-5}
\end{equation*}
$$

This introduces a considerable simplification and it aptears that the simplest method of computing $\overline{v_{u}} \boldsymbol{f}$ ) for an $I(t)$ of this sort is first to compute $\bar{\psi}(\tau)$, and then use the inversion formula (2.5-1).

### 2.6 First Example-The Shot Effect

We first compute the average on the right of (2.5-5). By using the method of averaging emp loyed many times in part $I$, we have

$$
\begin{equation*}
I(t) I(t+\tau)=\sum_{K=0}^{\infty} p(K) I_{K}(l) I_{K}(t+\tau) \tag{2.6-t}
\end{equation*}
$$

where $p(K)$ is the probability of exactly $K$ clectrons arriving in the interval ( $0, T$ ),

$$
p(K)=\begin{gather*}
(\nu 7)^{K}  \tag{1.1-3}\\
K!
\end{gather*} e^{-\nu T}
$$

and

$$
\begin{equation*}
I_{K}(l)=\sum_{k=1}^{K} F\left(t-t_{k}\right) \tag{1.3-1}
\end{equation*}
$$

Multiplying $I_{\mathrm{A}}(t)$ and $I_{\kappa}(l+\tau)$ together and averaging $t_{1}, t_{2}, \cdots t_{K}$ over their ranges gives

$$
I_{K}(t) I_{\kappa}(\ell+\tau)=\sum_{h=1}^{\kappa} \sum_{m=1}^{N} \int_{0}^{T} \frac{d l_{1}}{T} \cdots \int_{0}^{T} \frac{d t_{K}}{T} F\left(l-t_{\Lambda}\right) F\left(l+r-t_{m}\right)
$$

This is similar to the expression for $\overline{I_{\kappa}^{2}}(t)$ which was used in section 1.3 to prove Camphell's theorem and may be treated in much the same way. Thus, if $l$ and $l+\tau$ lie between $\Delta$ and $T-\Delta$, the expression above becomes

$$
\begin{gathered}
K \\
T
\end{gathered} \int_{-\infty}^{+\infty} F(l) F(l+\tau) d t+\frac{K(K-1)}{T^{2}}\left[\int_{-\infty}^{1 \infty} F(l) d l\right]^{2}
$$

When this is placed in (2.6 1) and the summation performed we obtain an expression independent of $T$. Consequently we may use (2.5-5) and get

$$
\begin{equation*}
\bar{\psi}(r)=\nu \int_{-\infty}^{+\infty} r(l) F(l+r) d t+\bar{l}(l)^{2} \tag{2.6-2}
\end{equation*}
$$

where we have used the expression for the average current

$$
\begin{equation*}
\bar{I} \bar{l})=\nu \int_{-\infty}^{+\infty} F(t) d t \tag{1.3-4}
\end{equation*}
$$

In order to compute $\bar{w}(f)$ frrm $\bar{\psi}(\tau)$ it is convenient to make use of the fact that $\psi(\tau)$ is atways an ceven function of $\tau$ and hence (2.51) may also be written as

$$
\begin{equation*}
\bar{w}(f)=2 \int_{-\infty}^{+\infty} \bar{\psi}(r) \cos 2 \pi f \tau d r \tag{2.6-3}
\end{equation*}
$$

Then

$$
\begin{array}{r}
\tilde{w}(f)=2 v \int_{-\infty}^{+\infty} d l F(l) \int_{-\infty}^{+\infty} d r F(t+r) \cos 2 \pi f r \\
\therefore 2 \int_{\infty}^{+\infty} I(l)^{2} \cos 2 \pi f r d r
\end{array}
$$

$$
\begin{align*}
& =2 \nu \text { Real l'art of } \int_{-\infty}^{+\infty} d t F(t) c^{-i x_{i} / t} \int_{-\infty}^{i \infty} d t^{\prime} I\left(t^{\prime}\right) e^{2 \alpha_{2} / I^{\prime}} \\
& +21(t)^{2} \int_{0}^{+\infty} e^{i 28 / \mathrm{s}} d \gamma \\
& =2 \nu|s(f)|^{2}+2 I(t)^{2} \delta(f) \tag{2.6-4}
\end{align*}
$$

In going from the first equation to the second we have written $t^{\prime}=1+$ : and have considered cos $2 \pi f_{r}$ to be the real part of the corresponding exponential. In eoing from the second equation to the third we have set

$$
\begin{equation*}
s(f)=\int_{-\infty}^{+\infty} F^{f(t) e^{-2 r i f t} d t} d t \tag{2.6-5}
\end{equation*}
$$

a mit have used

$$
\begin{equation*}
\int_{-\infty}^{+\infty} e^{i \pi x / t} d t=\delta(f) \tag{2.2-9}
\end{equation*}
$$

The term in $\bar{w}(f)$ involving $\delta(f)$ represents the average power which would le dissipated by the d.c. component of $I(t)$ in flowing through one ohm. It is in agreement with the concept that the average power in the band $0 \leq f<e, \epsilon>0$ but very small, is

$$
\begin{align*}
\int_{0}^{t} \bar{w}(f) d t & =2 I(t)^{2} \int_{0}^{1} \delta(f) d f  \tag{2.6-6}\\
& =I(t)^{2}
\end{align*}
$$

The expression (2.6-4) for $\tilde{w}(f)$ may also be obtained from the definition (2.5-3) for $\bar{w}(f)$ plus the additional term due to the sic. component obtained by averaging the expressions (2.2-11). We leate this as an exercise for the reader. He will find it interesting to study the steps in Carson's ${ }^{1.3}$ paper leading up to equation (8). Carson's $R(\omega)$ is related to our $\bar{w}(f)$ by

$$
\bar{u}(f)=2 \pi R(\omega)
$$

and his $f(i \omega)$ is equal to our $s(f)$.
Integrating both sides of (2.6 4) with respect tof from 0 to $\%$ and using

$$
j^{2}=\int_{0}^{\infty} \pi i(f) d f
$$

gives the result

$$
\begin{equation*}
J^{2}-\bar{I}^{2}=2 v \int_{0}^{+x}|s(f)|^{2} d f \tag{2.6-7}
\end{equation*}
$$

${ }^{13}$ Loce cit.

Ihis may be obtaned immediately from Camplell's theorm by applying, l'arseval's theorem.

As atn example of the use of these formulas we derive the power spectrum of the voltage acmoss a resistance $R$ when a current consisting of a great number of wry short pulses per econd flows through $R$. Iet $P\left(t-t_{R}\right)$ be the voltage produced by the pulse occurring at time $t_{k}$. Then

$$
\mu(l)=R_{r}(l)
$$

where $\varphi(t)$ is the current in the pulse. We confine our interest to relatively low fregurncies such that we may make the approximation

$$
\begin{aligned}
s(f) & =\int_{-\infty}^{+\infty} R_{\varphi}(l) e^{-2 \pi i / t} d t \\
& =R \int_{-\infty}^{+\infty} \varphi(l) d t=R q
\end{aligned}
$$

where $q$ is the charge carried through the resistance by one pulse. From (2.6 4) it follows that for these low frequencies the continuous portion of the power spectrum for the voltage is constant and equal to

$$
\begin{equation*}
\bar{w}(f)=2 \nu R^{2} q^{2}=2 \vec{I} R^{2} q \tag{2.6-8}
\end{equation*}
$$

where $\bar{I}=\nu q$ is the average current flowing through $R$. This result is often used in connection with the shot effect in diodes.

In the study of the shot effect it was assumed that the probability of an event (electron arriving at the auode) happening in $d t$ was $v d t$ where $\nu$ is the expected number of events per secomd. This probalitity is independent of the time $\ell$. Sometimes we wish to introduce dependency on time. ${ }^{18}$ As an example, consider a long interval extending from 0 to $T$. Let the probability of an cevent happening in $t, t+d t$ be $\bar{K} p(t) d t$ where $\bar{K}$ is the average number of events during $T$ and $p(t)$ is a given function of $t$ such that

$$
\int_{0}^{T} p(t) d t=1
$$

loor the shot effect $p(t)=1 / T$.
What is the probability that exactly $K$ events happen in $T$ ? As in the case of the shot effect, section 1.1, we may divide ( $0, T$ ) into $: V$ intervals each of length $\Delta t$ so that $N \Delta t=7$. The probability of no event happening in the first $\Delta t$ is

$$
1-R p\left(\frac{\Delta t}{2}\right) \Delta t
$$

[^6]
$$
\operatorname{ap}\left[\cdots \dot{K}^{=} \int_{0}^{r} j(t) d t\right]=r^{h}
$$

This is the probability that cxactly 0event: hippere in I. In the cime way we are led to the expression

$$
\begin{equation*}
\frac{\kappa^{N}}{k!} e^{\kappa} \tag{2.6-9}
\end{equation*}
$$

for the probabitity that exactly frents hapmen in ?
When we consider many intervals ( 0,7 ) we obtain many values of $K$ and also many values of $I$ measured $t$ seconds fom the herpinning of eade interval. These values of $I$ define the distribution of $J$ at time $t$. liv proceeding as in section 1.4 we find that the prohability density of $I$ is

$$
P(I, t)=\frac{1}{2} \pi \int_{-\infty}^{+\infty} d u \text { exp }\left[-i u I+\bar{K} \int_{0}^{t} p(x)\left(e^{i \| F(t x)} \cdots 1\right) d x\right]
$$

The comesponding average and vaniance is

$$
\begin{align*}
\bar{I} & =\bar{K} \int_{0}^{T} p(x) I(t \cdots x) d x \\
(\bar{I}-\bar{I})^{2} & =\bar{K} \int_{0}^{T} p(x) I^{2}(\ell-x) d x \tag{26-10}
\end{align*}
$$

If $S(f)$ is given by ( 2.12 ) and $s(f)$ hy (2.6 5) (assuming the duration of $F(l)$ short in comparison with 7 ) the average value of $|S(f)|^{2}$ may be obtained by jating (1.3 1) in (2.1 2) to get

$$
S_{K}(j)=s(f) \sum_{i}^{K} e^{-2 \pi i j t_{k}}
$$

Expressing $S_{K}(f) S_{k}^{*}(f)$, where the star denctes conjugate complex, as a double sum and averaging over the $A^{\prime}$ s, using $p(t)$, and then averaging over the $K^{-\prime}$ s gives

$$
\begin{equation*}
|S(f)|^{2}=\bar{K}|s(f)|^{2}\left[1+\bar{K}\left|\int_{0}^{r} f(x) e^{-2 v i f x} d x\right|^{2}\right] \tag{2.6-11}
\end{equation*}
$$

This may be used to compute the power spetrum from (2.5 3) provide! $p(x)$ is not periodic. If $p(x)$ is perindic then the method of section 2.2 shonht be used at the harmonic fiequencies. If the fluctuations of $t(1)$ are slow in comparison with the fluctations of $P(t)$ the second term within the brackets of (2.6 11) may generally be neglected sime there ane no values of
$f$ which make both it and $s(f)$ large at the same time. On the other hans, if both $p(t)$ and $f(t)$ fluctuate at about the same rate this term must be considered.

### 2.7 Second Exampif: Random Teifgrapil Signai ${ }^{10}$

Let $I(t)$ be equal to either $a$ or -a so that it is of the form of a flat top wave. Int the intervals between changes of sign, i.e. the lengths of the tops and bottoms, be distributed expomentially. We are led to this distribution by assuming that, if on the average there are $\mu$ changes of sign per spoond, the probahility of a change of sign in $t, t+d t$ is $\mu$ elt and is independent of what happens outside the interval $t, t+d t$. From the same sort of reasoning as employed in section 1.1 for the shot effect we see that the probability of obtaining exactly $K$ changes of sign in the interval $(0, T)$ is

$$
\begin{equation*}
p(K)=\frac{(\mu T)^{K}}{K i^{-\mu T} e^{-\mu T}} \tag{2.7-1}
\end{equation*}
$$

We consider the average value of the product $I(t) r(t+\tau)$. This product is $a^{2}$ if the two $I$ 's are of the same sign and is $-a^{2}$ if they are of opposite sign. In the first case there are an even number, including zero, of changes of sign in the interval $(t, t+\tau)$, and in the second case there are an old number of changes of sign. 'Thus

$$
\begin{equation*}
\text { Average value of } I(t) I(t+\tau) \tag{2.7-2}
\end{equation*}
$$

$$
\begin{gathered}
=a^{2} \times \underset{\text { proinability of an even number of }}{\text { changes of sign in } t, t+\tau} \\
-a^{2} \times \text { probability of an odd number of } \\
\text { changes of } \operatorname{sign} \text { in } t, t+\tau
\end{gathered}
$$

The length of the interval under consideration is $|t+\tau-t|=|\tau|$ seconds. Since, by assumption, the probability of a change of sign in an elementary interval of length $\Delta t$ is independent of what happens outside that interval, it follows that the same is true of any interval irrespective of when it starts. Hence the probabilities in (2.7-2) are independent of $t$ and may be obtained from (2.7 1) by setting $T=|\tau|$. Then (2.7-2) becomes, assuming $\tau>0$ for the moment,

$$
\begin{align*}
\ddot{I}(b) I(t+r) & =a^{2}[p(0)+p(2)+p(4)+\cdots] \\
& \left.-a^{2} \mid p(1)+p(3)+p(5)+\cdots\right] \\
= & a^{2} e^{-\mu r}\left[1-\mu r+(\mu r)^{2}-\cdots\right] \\
& =a^{2} e^{-2 \mu r} \tag{2.7-3}
\end{align*}
$$

${ }^{20}$ Kenrick, cited in Section 2.2.

Fiom (2.5-5), this pives the correlation function for $\gamma(t)$

$$
\begin{equation*}
\bar{\psi}(x)=a^{2} e^{-8, p|r|} \tag{2.7-4}
\end{equation*}
$$

The corresponding jower spectrum is, from (2.5-1),

$$
\begin{align*}
\bar{w}(f) & =4 a^{2} \int_{0}^{\infty} c^{-2 \mu r} \cos 2 \pi f r d r \\
& =\frac{2 a^{2} \mu}{\pi^{2} j^{2}+\mu^{2}} \tag{2.7-5}
\end{align*}
$$

Correlation functions and power spectra of this type occur quite frequently. In particular, they are of use in the study of turbulence in hydrodynamics. We may also obtain them from our shot effect expressions if we disregard the d.c. component. All we have to do is te assume that the effect $F(t)$ of an electron arriving at the anode at time $t=0$ is zero for $t<0$, and that $F(t)$ decays exponentially with time after jumping to its maximum value at $t=0$. This may be verified by substituting the value

$$
\begin{equation*}
F(t)=2 a \sqrt{\frac{\mu}{\nu}} e^{-2 \mu t}, \quad t>0 \tag{2.7-6}
\end{equation*}
$$

for $F(\ell)$ in the expressions (2.6-2) and (2.6-4) (after using 2.6-5) for the correlation function and energy sjectrum of the shot effect.

The power spectrum of the current flowing through an inductance and a resistance in series in response to a very wide band thermal noise voltage is also of the form (2.7-5).

Incidentally, this gives us an example of two quite different $I(t)$ 's, one a flat top wave and the other a shot effect current, which have the same correlation functions and power spectra, aside from the d.c. component.

There is another type of random telegraph signal which is interesting to analyze. The time scale is divided into intervals of equal length $h$. In an interval selected at random the value of $I(t)$ is independent of the values in the other intervals, and is equally likely to be $+a$ or $-a$. We could construct such a wave by flipping a penny. If heads turned up we would set $I(t)=a$ in $0<t<h$. If tails were obtained we would set $I(t)=-a$ in this interval. Flipping again would give either $+a$ or $-a$ for the second interval $h<t<2 h$, and so on. This gives us one wave. A great many waves may be constructed in this way and we denote averages over these waves, with $t$ held constant, by bars.
We ask for the average value of $I(t) I(t+\tau)$, assuming $\tau>0$. First we note that if $\tau>h$ the currents correspond to different intervals for all
values of $t$. Since the values in these intervals are independent we have

$$
l(t) I(t+r)=i(t) I(t+r):=0
$$

for all values of $t$ when $\tau>h$.
To obtain the average when $\tau<h$ we consider $t$ to lie in the first interval $0<t<h$. Since all the intervals are the same frem a statistical point of view we lose no gencrality in deing this. If $t+\tau<h$, i.e., $t<h \cdots r$, both currents lie in the first interval and

$$
I(i) I(t+i)=a^{2}
$$

If $t>h-\tau$ the current $I(t+\tau)$ corresponds to the second interval and hence the average value is zero.

We now return to (2.5-4). The integral there extends from 0 to $T$. When $\tau>h$, the integrand is zero and hence

$$
\begin{equation*}
\bar{\psi}(\tau)=0, \quad r>h \tag{2.7-7}
\end{equation*}
$$

When $t<h$, our investigation of the interval $0<t<h$ enables us to write down the portion of the integral extending from 0 to $h$ :

$$
\begin{aligned}
\int_{0}^{h} I(t) I(t+r) d t & =\int_{0}^{h-r} a^{2} d t+\int_{h-r}^{h} 0 d t \\
& =a^{2}(h-\tau)
\end{aligned}
$$

Over the interval of integration ( $0, T$ ) we have $T / h$ such intervals each contributing the same amount. Hence, from (2.5~4),

$$
\begin{align*}
\bar{\psi}(\tau) & =\operatorname{Limit}_{\tau \rightarrow \infty} \frac{a^{2}}{T} \cdot \frac{T}{h}(h-\tau) \\
& =a^{2}\left(1-\frac{r}{h}\right), \quad 0 \leq \tau<h \tag{2.7-8}
\end{align*}
$$

The power spectrum of this type of telegraph wave is thus

$$
\begin{align*}
\bar{w}(f) & =4 u^{2} \int_{0}^{h}\left(1-\frac{T}{h}\right) \cos 2 \pi f r d r \\
& =2 h\left(\frac{a \sin \pi / h}{\pi \int h}\right)^{2} \tag{2.7-9}
\end{align*}
$$

This is seen to have the same general behavior as $\tilde{w}(f)$ for the first type of telegraph signal given by (2.7-5), when we relate the average number, $\mu$, of changes of sign per second to the interval length $h$ by $\mu \boldsymbol{h}=1$.

### 2.8 Rerresentation of Nomse (Curbient

In section 1.8 the Fourier series representation of the shot effect current was discussed. This suggests the representation*

$$
\begin{equation*}
I(t)=\sum_{n=1}^{n}\left(\alpha_{n} \cos \omega_{n} t+b_{n} \sin \omega_{n} t\right) \tag{2.8-1}
\end{equation*}
$$

where

$$
\begin{equation*}
\omega_{n}=2 \pi f_{n}, \quad f_{n}=n \Delta f \tag{2.8-2}
\end{equation*}
$$

$a_{n}$ and $b_{n}$ are taken to be independent random variables which are distributed normally about zero with the standard deviation $\sqrt{ } w\left(f_{n}\right) \Delta f . \quad w(f)$ is the power spectrum of the noise current, i.e., $w(f) d f$ is the average power which would be dissipated by those components of $I(t)$ which lie in the frequency range $f, f+d f$ if they were to flow through a resistance of one ohm.

The expression for the stamlard deviation of $a_{n}$ and $b_{n}$ is olitained when we notice that $\Delta f$ is the width of the frequency band associated with the $n$th component. IIence $w\left(f_{n}\right) \Delta f$ is the average energy which would be dissipated if the current

$$
a_{n} \cos \omega_{n} l+b_{n} \sin \omega_{n} l
$$

were to flow through a resistance of one ohm, this average heing taken over all possible values of $a_{n}$ and $b_{n}$. Thus
$w\left(f_{n}\right) \Delta f=a_{n}^{2} \cos ^{2} \omega_{n} t+2 a_{n} b_{n} \cos \omega_{n} l \sin \omega_{n} t+b_{n}^{2} \sin ^{2} \omega_{n} t=\overline{a_{n}^{2}}=\overline{b_{n}^{2}}$
The last two steps follow from the independence of $a_{n}$ and $b_{n}$ and the identity of their distributions. It will be observed that $w(f)$, as used with the representation (2.8-1), is the same sort of average as was demoted in section 2.5 by $\bar{w}(f)$. However, $w(f)$ is often given to us in order to specify the spectrum of a given noisc.

For example, suppose we are interested in the output of a certain filter when a source of thermal noise is applied to the input. Let $A(f)$ he the abselute value of the ratio of the output current to the input current when a steady sinusoidal voltage of frequency $f$ is applied to the infut. 'Then

$$
\begin{equation*}
w(f)=c .1^{2}(f) \tag{2.8-4}
\end{equation*}
$$

[^7]If $I W$ is the averare power dissipated in one ohm by $l(t)$,

$$
\begin{align*}
W & =\underset{r \rightarrow \infty}{J \operatorname{imit}} \frac{l}{T} \int_{0}^{T} I^{2}(t) d t=-\int_{0}^{\infty} w(f) d f \\
& =c \int_{0}^{\infty} A^{2}(f) d f \tag{2.8-5}
\end{align*}
$$

which is an equation to determine $c$ when $W$ and $.1(f)$ are known.
lan asing the repesentation ( 2.8 1) toinurctigate the statistical properties of $I(l)$ we first find the corresponding statistical properties of the summation on the right when the $a$ 's and $b$ 's are regarded as random variables distributed as mentioned above and $t$ is regarded as fixed. In general, the time $t$ disappears in this procedure just as it did in (2.8-3). We then let $N \rightarrow \infty$ and $\Delta f \rightarrow 0$ so that the summations may be replaced by integrations. liinally, the frequency range is extended to cover ali frequencies from 0 to $\infty$.

The usual way of looking at the representation (2.8-1) is to suppose that we have an oscillogram of $I(t)$ extending from $t=0$ to $t=\infty$. This oscillogram may be cut up into strijs of length 7 . A Fourier analysis of $I(i)$ for each strip will give a set of coefficients. These coefficients will vary from strip to strip. Our representation ( $T \Delta f=1$ ) assumes that this variation is governed by a normal distribution. Our process for finding statistical properties by regarding the $a$ 's and $b$ 's as random variables while $t$ is kept fixed corresponds to examining the noise current at a great many instants. Corresponding to each strip there is an instant, and this instant occurs at $t$ (this is the $l$ in (2.8-1)) seconds from the beginning of the strip. This is somewhat like examining the noise current at a great number of instants selected at random.

Although (2.8-1) is the representation which is suggested by the shot effect and similar phenomena, it is not the only representation, nor is it always the most convenient. Another representation which leads to the same results when the limits are taken is ${ }^{10}$

$$
\begin{equation*}
I(t)=\sum_{n=1}^{N} \dot{c}_{n} \cos \left(\omega_{n} t-\varphi_{n}\right) \tag{2.8-6}
\end{equation*}
$$

where $\varphi_{1}, \varphi_{2}, \cdots \varphi_{N}$ are angles distributed at random over the range ( $0,2 \pi$ ) and

$$
\begin{equation*}
c_{n}=\left[2 w\left(f_{n}\right) \Delta f\right]^{1 / 2}, \quad \omega_{n}=2 \pi f_{n}, \quad f_{n}=n \Delta f \tag{2.8-7}
\end{equation*}
$$

[^8]In this representation $Y(l)$ is regarded ats the sum of a mumber of simusnidal components with fixed amplitudes but randem phase abgles.

That the 1 wo different representations (2.8 1) and (2.8 6) of $I(t)$ lead to the same statistical properties is a consequence of the fact that they are always used in such a way that the "central limit theorem" ${ }^{*}$ may be used in both cases.

This theorem states that under certain general conditions, the distribution of the sum of $N$ rundem vectors approaches a normal law (it may be normal in several dimensions**) as $N \rightarrow \infty$. In fact from this theorem it appears that a representation such as

$$
\begin{equation*}
I(t)=\sum_{n=1}^{N}\left(a_{n} \cos \omega_{n} t+b_{n} \sin \omega_{n} t\right) \tag{2.8-6}
\end{equation*}
$$

where $a_{n}$ and $b_{n}$ are independent random variables which take only the values $\pm\left[w\left(f_{n}\right) \Delta f\right]^{1 / 2}$, the probability of each value being $\frac{1}{3}$, will lead in the limit to the same statistical properties of $I(t)$ as do (2.8 1) and (2.8 6).

### 2.9 Tim: Normal Distrimution in Severai. Variamieszo

Consider a random vector $r$ in $k$ dimensions. The distribution of this vector may be specified by stating the distribution of the $\boldsymbol{K}$ components, $x_{1}, x_{2}, \cdots x_{k}$, of $r$. $r$ is said to be normally distributed when the probability density function of the $x$ 's is of the form

$$
\begin{equation*}
\left.(2 \pi)^{-K / 2}|M|^{-1 / 2} \exp \left\lvert\,-\frac{1}{2} x^{\prime} M^{-1} x\right.\right] \tag{2.9-1}
\end{equation*}
$$

where the exponent is a quadratic form in the $x$ 's. The square matrix $M$ is comprosed of the second moments of the $x$ 's.

$$
M=\left[\begin{array}{cccc}
\mu_{11} & \mu_{12} & \cdots & \mu_{1 K}  \tag{2.9-2}\\
\cdot & \cdot & \cdot \\
\mu_{1 K} & \cdots & \mu_{K K}
\end{array}\right]
$$

where the second moments are defined by

$$
\begin{equation*}
\mu_{11}=\overline{x_{1}^{2}}, \quad \mu_{12}=\overline{x_{1} x_{2}}, \quad \text { etc. } \tag{2.9-3}
\end{equation*}
$$

| $M \mid$ represents the determinant of $M$ and $x^{\prime}$ is the row matrix

$$
\begin{equation*}
x^{\prime}=\left[x_{1}, x_{2}, \cdots x_{\kappa}\right] \tag{2.9-4}
\end{equation*}
$$

$x$ is the column matrix obtained by transposing $x^{\prime}$.

* See section 2.10.
** See section 2.9.
${ }^{20} 11$ ( $\mathrm{ramér}$, "Random Variables and l'robability Distributions."' ('hap. X., ('ambridge Tract No. 36 (1937).

The exponent in the expression (2.9-1) for the prohability density may be written out by using

$$
\begin{equation*}
x^{\prime} M^{-1} x=\sum_{r=1}^{K} \sum_{s=1}^{R} \frac{M f_{r s}}{|M|} x_{r} x_{d} \tag{2.9-5}
\end{equation*}
$$

where $M_{r s}$ is the cofactor of $\mu_{r s}$ in $M$.
Sometimes there are lincar relations between the $x$ 's so that the ramdom vector $r$ is restricted to a space of less than $K$ dimensions. In this case the appropriate form for the density function may be obtained by considering a sequence of $K$-dimensional distribuitus which arproach the one being investigated.

If $r_{1}$ and $r_{2}$ are two normally distributed random vectors their sum $r_{1}+r_{2}$ is also normally distributed. It follows that the sum of any number of normally distributed random vectors is normally distributed.

The characteristic function of the normal distribution is

$$
\begin{equation*}
\text { ave. } e^{i i_{1} x_{1}+z_{2} x_{2}+\cdots+i_{r} x_{K}}=\exp \left[-\frac{1}{2} \sum_{r=1}^{\pi} \sum_{s=1}^{\pi} \mu_{r s} z_{r} E_{0}\right] \tag{2.9-6}
\end{equation*}
$$

### 2.10 Central Limit Tieorem

The central limit theorem in probability states that the distribution of the sum of $N$ independent random vectors $\boldsymbol{r}_{1}+\boldsymbol{r}_{2}+\cdots+\boldsymbol{r}_{N}$ approaches a normal law as $N \rightarrow \infty$ when the distributions of $r_{1}, r_{2}, \cdots r_{N}$ satisfy certain general conditions. ${ }^{7}$

As an example we take the case in which $r_{1}, r_{2}, \cdots$ are two-dimensional vectors ${ }^{2}$, the components of $r_{n}$ being $x_{n}$ and $y_{n}$. Without loss of generality we assume that

$$
\bar{x}_{n}=0, \quad \bar{y}_{n}=0 .
$$

The components of the resultant vector are

$$
\begin{align*}
& X=x_{1}+x_{2}+\cdots+x_{N}  \tag{2.10-1}\\
& Y=y_{1}+y_{1}+\cdots+y_{N}
\end{align*}
$$

and, since $r_{1}, r_{2}, \cdots$ are independent vectors, the second moments of the resultant are

$$
\begin{align*}
& \mu_{: 1}=\overline{X^{2}}=\overline{x_{1}^{2}}+\overline{x_{2}^{2}}+\cdots+\overline{x_{N}^{2}} \\
& \mu_{22}=\overline{Y^{2}}=\overline{y_{1}^{2}}+\overline{y_{2}^{2}}+\cdots+\overline{y_{N}^{2}}  \tag{2.102}\\
& \mu_{12}=\bar{X} Y=x_{1} y_{1}+\overline{x_{2} y_{2}}+\cdots+\overline{x_{x} y_{N}}
\end{align*}
$$

[^9]Apparently there are several types of combitions which are sufficient to ensure that the distribution of the resultant approaches a momal law. One sufficient condition is that ${ }^{21}$

$$
\begin{align*}
& \mu_{11}^{-8 / 2} \sum_{n=1}^{N}\left|x_{n}\right|^{\dot{3}} \rightarrow 0 \\
& \mu_{22}^{-8 / 2} \sum_{n=1}^{N}\left|y_{n}\right|^{\overline{3}} \rightarrow 0
\end{align*}
$$

The central limit theorem tells us that the distribution of the random vector ( $X, Y$ ) apprathes a normal law as $N \rightarrow \infty$. The second moments of this distribution are given hy (2.1C 2). When we know the second noments of a normal distribution we may write down the probability density function at once. Thus from section 2.9

$$
\begin{gathered}
M=\left[\begin{array}{ll}
\mu_{11} & \mu_{12} \\
\mu_{12} & \mu_{22}
\end{array}\right], \quad M^{-1}=|M|^{2}\left[\begin{array}{rr}
\mu_{22} & -\mu_{12} \\
-\mu_{12} & \mu_{11}
\end{array}\right] \\
|M|=\mu_{11} \mu_{22}-\mu_{12}^{2} \\
x^{\prime}=[X, Y] \\
x^{\prime} M^{-1} x=|M|^{-1}\left(\mu_{22} X^{2}-2 \mu_{12} X Y+\mu_{11} Y^{2}\right)
\end{gathered}
$$

The probability density is therefore

$$
\underset{2 \pi}{\left(\mu_{11} \mu_{22}-\mu_{12}^{2}\right)^{1 / 2}} \cdot \stackrel{\operatorname{exj}}{2 \pi}\left[\begin{array}{c}
-\mu_{22} X^{2}-\mu_{11} Y^{2}+2 \mu_{12} X Y  \tag{2.10-3}\\
2\left(\mu_{11} \mu_{22}-\mu_{12}^{2}\right)
\end{array}\right]
$$

Incidentally, the second moments are related to the standard deviations $\sigma_{1}, \sigma_{2}$ of $X, Y$ and to the correlation coefficient $\tau$ of $X$ and $Y$ by

$$
\mu_{11}=\sigma_{1}^{2}, \quad \mu_{22}=\sigma_{2}^{2}, \quad \mu_{12}=\tau \sigma_{1} \sigma_{2}
$$

and the probalility density takes the standard form

$$
\left(1-\tau^{2}\right)^{1 / 2}{ }_{2 \pi \sigma_{1} \sigma_{2}} \cdot \exp \left[\begin{array}{c}
1  \tag{2.10-5}\\
-2\left(1-\tau^{2}\right)
\end{array}\left(\begin{array}{l}
X^{2} \\
\sigma_{1}^{2}
\end{array}-2 \tau \frac{X Y}{\sigma_{1} \sigma_{2}}+\begin{array}{c}
Y^{2} \\
\sigma_{2}^{2}
\end{array}\right)\right]
$$

${ }^{21}$ This is used by Uspensky, loc. cit. Another rondition analogous to the lindeberg condition is given by (Pramer, ${ }^{28}$ loc. cit.

STATISILCAI. RRGHERTHE OH RANOOM NOHSE (TRRRENTS

## 

In this setion we we the represent hisens of tion moise currents given in section 2.8 to derive some statistical properties of $I(t)$. The first six sections ate comerned with the probabilite distribution of $(f)$ and of its zeros and maxima. Se tions $\mathbf{3 . 7}$ and 3.8 are concemed winh the statistiaal poph erties of the covelope of $I(t)$. Fhathations of ituterats involving $f^{2}(t)$ are discussed in sortion 3.). The probatility distathation of a sime wave plus a moise current is given in 3.10 and in $\mathbf{3 . 1 1}$ an alternative method of deriving the result: of lart III is mentioned. Prof. thbenheck has pointed ont that mulh of the material in this late is chosely comerted with the theory of Markeff processes. Also S. Chandrasekhar has written a review of a clases of physial prohlems whoh is related, in a gemeral way, to the present subject

## 

In section $1 . t$ it has been shown that the distribution of a shot effect current appoaches a normal latw is the expreted number of events per second, $\nu$, increases without limit.

In line with the spirit of this Part. lart III, we shatl use the representation

$$
\begin{equation*}
I(t)=\sum_{n=1}^{\infty}\left(a_{n} \cos \omega_{n} t+b_{n} \sin \omega_{n} t\right) \tag{2.8-1}
\end{equation*}
$$

to show that $I(t$ ) is distributed accorling to a normal law. 'This is obtained at once when the procedure outlined in section 2.8 is followed. Since $a_{n}$ and $b_{n}$ are distributed normally, so are $a_{n}$ cos $\omega_{n} t$ and $b_{n}$ sin $\omega_{n} t$ when $t$ is regarded as fixer!. $l(t)$ is thos the sum of $2 N$ indepemdent normal variates and consequently is itself distributed normally.

[^10]The average value of $\ell(t)$ as given by (2. 8 1) is zerosince $\boldsymbol{a}_{\mathrm{n}}=b_{\mathrm{n}}=0$ :

$$
\begin{equation*}
\ddot{I}(t)=0 \tag{3.1.1}
\end{equation*}
$$

The mean squate value of $l(t)$ is

$$
\begin{align*}
I^{2}(t) & =\sum_{n=1}^{N}\left(a_{n}^{2} \cos ^{2} \omega_{n} t \cdot f-b_{n}^{2} \sin ^{2} \omega_{n} t\right) \\
& =\sum_{n=1}^{N} w\left(f_{n}\right) \Delta f  \tag{3.1-2}\\
& \rightarrow \int_{0}^{\infty} i e^{\infty}(j) d f=\because(0)=\psi_{0}
\end{align*}
$$

In writing down (3.1-2) we have made use of the fact that all the a's and $b$ 's are independent and consequently the average of any cross product is zero. We have also made use of

$$
\ddot{a}_{n}^{2}=\ddot{b}_{n}^{2}=w\left(f_{n}\right) \Delta f, \quad f_{n}=n \Delta f, \quad \omega_{n}=2 \pi f_{n}
$$

which were given in $2.9 . \psi(\tau)$ is the correlation function of $J(t)$ and is related to w(f) by

$$
\begin{equation*}
\psi_{r}=\psi(\tau)=\int_{0}^{\infty} w(f) \cos 2 \pi f r d f \tag{2.1-6}
\end{equation*}
$$

as is explatined in section 2.1. In this part we shall write the argument of $\psi(\tau)$ as a subscript in order to save space.

Since we know that $I(t)$ is normal and since we also know that its averape is gero and its mean square value is $\psi_{0}$, we may write down its probability aensity function at once. Thus, the probability of $I(t)$ being in the range $I, I+d I$ is

$$
\begin{equation*}
\frac{d I}{\sqrt{ } 2 \pi \psi_{0}} e^{\ell^{2} / 2 \psi_{0}} \tag{3.1-3}
\end{equation*}
$$

This is the probablity of fonding the current between $I$ and $I+1 /$ at a time selected at random. Another way of saying the same thing is to state that ( $3.1-3$ ) is the fraction of time the current spends in the range $/, l+f /$.

In many cases it is more convenient to use the reprecentation (2.S or

$$
I(t)=\sum_{n=1}^{n} c_{n} \cos \left(\omega_{n} t-\varphi_{n}\right), \quad \underset{\epsilon_{n}}{\because} 2 \pi\left(/ /_{n}\right) J \quad \quad(\therefore B(0)
$$

in which $\varphi_{1}, \cdots s_{n}$ are independent random phate angles In order ter deduce the momal distribution from this reperentation we forst oheres
that (2.8-6) expresses $l(t)$ as the sum of a large number of independent random variables

$$
\begin{aligned}
I(t) & =x_{1}+x_{2}+\cdots+x_{N} \\
x_{n} & =\epsilon_{n} \cos \left(\omega_{n} t-\varphi_{n}\right)
\end{aligned}
$$

and hence that as $N \cdots \infty \quad(t)$ becomes distributed arcording to a normal law. In order to make the limiting process definite we first choose $N$ and $\Delta f$ such, that $N \Delta f=r$ where

$$
\int_{p}^{\infty} w(f) d f<\epsilon \int_{0}^{\infty} w(f) d f
$$

where $\epsilon$ is some arbitrarily chosen small positive quantity. We now let $N \rightarrow \infty$ and $\Delta f \rightarrow 0$ in such a way that $N \Delta f$ remains equal to $F$. Then

$$
\begin{align*}
A=\overline{x_{1}^{2}}+\overline{x_{2}^{2}}+\cdots+\overline{x_{N}} & =\sum_{1}^{N} 2 w\left(f_{n}\right) \Delta f \overline{\cos ^{2}\left(\omega_{n} t-\overline{\varphi_{n}}\right)} \\
& =\sum_{1}^{N} w\left(f_{n}\right) \Delta f \rightarrow \int_{0}^{p} w(f) d f  \tag{3.1-4}\\
B=\mid \overline{\left.x_{1}\right|^{3}}+\cdots+\overline{\left|x_{N}\right|^{3}} & =\sum_{i}^{N}\left(2 w\left(f_{n}\right) \Delta f\right)^{\Delta / 2} \mid \overline{\left.\cos \left(\omega_{n} t-\varphi_{n}\right)\right|^{3}} \\
& <4(\Delta f)^{1 / 2} \int_{0}^{r}[w(f)]^{8 / 2} d f
\end{align*}
$$

where the bars denote averages with respect to the $\varphi$ 's, $t$ being held constant. If we assume that the integrals are proper, the ratio $B A^{-3 / 2} \rightarrow 0$ as $N \rightarrow \infty$, and consequently the central limit theorem* may be used if $w(f)=0$ for $f>F$. Since we may make $F$ as large as we please by choosing $\in$ small enough, we may cover as large a frequency range as we wish. For this reason we write $\infty$ in place of $E$.

Now that the central limit theorem has told us that the distribution of $I(t)$, as given by (2.8-6), approaches a normal law, there remains only the problem of finding the average and the stambard deviation:

$$
\begin{align*}
\bar{I}(t) & =\sum_{1}^{N} c_{n} \cos \left(\omega_{n} t-\varphi_{n}\right)
\end{aligned}=0 \quad \begin{aligned}
I^{2}(t) & =\sum_{1}^{N} c_{n}^{2} \cos ^{2}\left(\omega_{n} t-\varphi_{n}\right) \\
& \rightarrow \int_{0}^{\infty} w(f) d f=\psi_{0} \tag{3.1-5}
\end{align*}
$$

*Section 2.10.

This gives the probability density (3.1 3). Hence the two representations lead to the same result in this case. lividently, they will continue to lead to ideutical results as long as the contral limit theorem may be used. In the future use of the representation ( 2.8 6) we shall merely assume that the central limit theorem may be applied to show that a normal distribution is approached. We shall omit the work corresponding to equations (3.1-4).

The characteristic function for the distribution of $I(t)$ is

$$
\begin{equation*}
\text { ave. } e^{s_{u} t(t)}=\exp -\frac{\psi_{0}}{2} u^{4} \tag{3.1-6}
\end{equation*}
$$

### 3.2 The Distribution of $I(t)$ and $I(t+\tau)$

We require the two dimensional distribution in which the first variable is the noise current $I(t)$ and the second variable is its value $I(t+\tau)$ at some later time $\tau$. It turns out that this distribution is normal ${ }^{24}$, as we might expect from the analogy with section 3.1. The second moments of this distribution are

$$
\begin{align*}
\mu_{11} & =\bar{I}^{3}(\bar{l})=\psi_{0}=\int_{0}^{\infty} w(f) d f \\
\mu_{22} & =\psi_{0} \\
\mu_{12} & =\overline{I(l) I(t+\tau)}  \tag{3.2-1}\\
& =\psi_{\tau}
\end{align*}
$$

The expression for $\mu_{12}$ is in line with our definition (2.1-4) for the correlation function:

$$
\begin{equation*}
\psi_{\mathrm{r}} \equiv \psi(\tau)=\operatorname{Limit}_{\tau \rightarrow \infty} \frac{1}{T} \int_{0}^{\tau} I(t) I(t+\tau) d t \tag{2.1-4}
\end{equation*}
$$

In order to get the distribution from the representation (2.8-6) we write

$$
\begin{aligned}
& I_{1}=I(t)=\sum_{1}^{N} c_{\mathrm{n}} \cos \left(\omega_{\mathrm{n}} t-\varphi_{n}\right) \\
& I_{2}=I(t+\tau)=\sum_{1}^{\prime} c_{n} \cos \left(\omega_{n} t-\varphi_{n} \therefore \omega_{n} t\right)
\end{aligned}
$$

${ }^{24}$ It seems that the first person to ohtain this distribution in connection with novise was H. Thiede, Hec. Nachr. Tek. 1.3 (1936). 8495.

From the central limit theoren for two dimensions it follows that $I_{1}$ and $X_{\text {a }}$ are distributed normally. As in (3.1)
$\mu_{11}=\tilde{I}_{1}^{2}==\sum_{1}^{N} c_{n}^{2} \cdot \frac{1}{2} \rightarrow \int_{0}^{\infty} w(f) d f \cdots \downarrow_{0}$
$\mu_{22}=\overline{I_{2}^{2}}=\overline{I_{1}^{2}}=\psi_{0}$
$\mu_{12}=I_{1} I_{2}=\sum_{1}^{N} c_{n}^{2}$ ave. $\left\{\cos \left(\omega_{n} t-\varphi_{n}\right) \cos \left(\omega_{n} t-\varphi_{n}+\omega_{n} \tau\right)\right\}$
Now the quiatity within the patentlicsis is

$$
\cos ^{2}\left(\omega_{n} t-\varphi_{n}\right) \cos \omega_{n} \tau-\cos \left(\omega_{n} t-\varphi_{n}\right) \sin \left(\omega_{n} t-\varphi_{n}\right) \sin \omega_{n} \tau
$$

and when we take the average with respect to $\varphi_{n}$ the second term drops out, giving

$$
\begin{equation*}
\mu_{12}=\sum_{i}^{N} c_{n}^{2} \cdot \frac{\pi}{2} \cos \omega_{n} \tau \rightarrow \int_{0}^{\infty} w(f) \cos 2 \pi f \tau d f=\psi_{r} \tag{3.2-3}
\end{equation*}
$$

where we have used $\omega_{n}=2 \pi f_{n}$ and the relation (2.1. 6) between $w(f)$ and $\psi(\tau)$.
The probability density function for $I_{1}$ and $I_{2}$ may be stated. lirom the discussion of the normal law in 2.9 it is

$$
\left[\psi_{0}^{2}-\left.\psi_{r}^{2}\right|^{-1 / 2} \exp \left[\begin{array}{c}
-\psi_{0} I_{1}^{2}-\psi_{0} I_{2}^{2}+2 \psi_{1} I_{1} I_{2}  \tag{3.2-4}\\
2\left(\psi_{0}^{2}-\psi_{r}^{2}\right)
\end{array}\right]\right.
$$

For a band pass filter whose range extends from $f_{a}$ to $f_{b}$ we have

$$
\begin{align*}
\psi_{r} & =\int_{f_{a}}^{f_{0}} w_{0} \cos 2 \pi f \tau d f \\
& =w_{0} \cdot \frac{\sin \omega_{b} \tau-\sin \omega_{a} \tau}{2 \pi \tau}  \tag{3.2-5}\\
& =\frac{w_{0}}{\pi \tau} \sin \pi \tau\left(f_{b}-f_{a}\right) \cos \pi \tau\left(f_{b}+f_{a}\right) \\
\psi_{0} & =w_{0}\left(f_{b}-f_{a}\right)
\end{align*}
$$

where $w_{0}$ is the constant value of $w(f)$ in the pass band and

$$
\begin{align*}
& \omega_{b}=2 \pi f_{b}  \tag{3.2-6}\\
& \omega_{a}=2 \pi f_{a}
\end{align*}
$$

According to our formula (3.2-4), $I_{1}$ and $I_{2}$ are independent when $\psi_{r}$ is zero. For the $\tau$ 's which make $\psi$, zero, a knowledge of $I_{1}$ does not add to our knowledge of $I_{2}$. For example, suppose we have a narrow filter. Then

$$
\begin{aligned}
& \psi_{r}=0 \text { when }:=\left[2\left(f_{b}+f_{n}\right)\right]^{-1} \\
& \psi_{r} \text { is nearly }-\psi_{0} \text { when } r=\left[f_{b}+f_{a}\right]^{-1}
\end{aligned}
$$

For the first value of $r$, all we know is that $I_{2}$ is distributed about \%ero with $\overline{I_{2}^{2}}: \psi_{0}$. For the second value of $r I_{2}$ is likely to be near $\cdots I_{1}$. This is in line with the ichat that the noise current though a narrow filter behaves like a sine wave of frequency ${ }_{2}^{1}\left(f_{b}+f_{a}\right)$ (and, incidentally, whose amplitude fluctuates with an irregular frequency of the order of $\frac{1}{2}\left(f_{b} \cdots f_{a}\right)$ ). The first value of $r$ corresponds to a quarter-period of such a wave and the second value to a half-period. By drawing a sine wave and looking at points sepa rated by quarter and half periods, the reader will see how the ideas agree.

The characteristic function for the distribution of $I_{1}$ and $I_{2}$ is

$$
\begin{equation*}
\text { ave. } e^{\delta u I_{1} 1 i v /_{3}}=\exp \left[-\frac{\psi_{0}}{2}\left(u^{2}+v^{2}\right)-\psi_{v} u v\right] \tag{3.2-7}
\end{equation*}
$$

The three dimensional distribution in which

$$
\begin{aligned}
& I_{1}=I(t) \\
& I_{2}=I\left(t+\tau_{1}\right) \\
& I_{3}=I\left(t+\tau_{1}+\tau_{2}\right)
\end{aligned}
$$

where $\tau_{1}$ and $\tau_{2}$ are given and $t$ is chosen at random is, as we might expect, normal in three dimensions. The moments, from which the distribution may be obtained by the method of Section 2.9 , are

$$
\begin{aligned}
& \mu_{11}=\mu_{22}=\mu_{s 3}=\psi_{0} \\
& \mu_{12}=\psi_{r_{1}} \\
& \mu_{28}=\psi_{r_{2}} \\
& \mu_{18}=\psi\left(\tau_{1}+\tau_{8}\right)=\psi_{r_{1}+r_{2}}
\end{aligned}
$$

The characteristic function for $I_{1}, I_{2}, I_{\mathrm{a}}$ is
ave. $e^{i \sigma_{1} f_{1}+f_{8} I_{2}+i i_{B} I_{2}}$

$$
\begin{equation*}
=\exp \left[-\frac{\psi_{10}}{2}\left(z_{1}^{2}+z_{2}^{2}+z_{8}^{2}\right)-\mu_{12} z_{1} z_{2}-\mu_{23} z_{2} z_{3}-\mu_{28} z_{1} z_{8}\right] \tag{3.2-8}
\end{equation*}
$$

### 3.3 Expected Numbir of Zeros pfer Sficond

We shall use the following result. Let $y$ be given by

$$
\begin{equation*}
y=F\left(a_{1}, a_{2}, \cdots a_{N} ; x\right) \tag{3.3-1}
\end{equation*}
$$

and let the $a$ 's be random variables. For a given set of $a$ 's, this equation gives a curve of $y$ versus $x$. Since the $a$ 's are random variables we shall call this curve a random curve. Let us select a short interval $x_{1}, x_{1}+d x$,
and then deaw a hatel, of a's. The probability that the curve obtained by puttiaf these $a$ 's in (.3.3 1) will have at zro in $x_{1}, x_{1}+d x$ is

$$
\begin{equation*}
d x \int_{-\infty}^{+\infty}|\eta| \eta\left(0, \eta ; x_{1}\right) d \eta \tag{3.3-2}
\end{equation*}
$$

and the expected number of zoros in the interval $\left(x_{1}, x_{2}\right)$ is

$$
\begin{equation*}
\int_{x_{1}}^{x_{2}} d x \int_{-\infty}^{1+\infty}\left|\eta_{i}\right| p(0, \eta ; x) d \eta \tag{3.3-3}
\end{equation*}
$$

In these expressions $p(\xi, \eta ; x)$ is the probability density function for the variabies

$$
\begin{align*}
& \xi=F\left(a_{1}, \cdots a_{N} ; x\right) \\
& \eta=\frac{\partial F}{\partial \bar{x}} \tag{3.3-4}
\end{align*}
$$

Since the $a$ 's are random variables so are $\boldsymbol{\xi}$ and $\eta$, and their distribution will contain $x$ as a parameter. This is indicated hy the notation $p(\xi, \eta ; x)$.

These results may be proved in much the same manner as are similar results for the distribution of the maxima of a random curve. This method of proof suffers from the restriction that the a's are required to be bounded. ${ }^{23}$ Results equivalent to (3.3 2) and (3.3 3) have heen obtained independently by M. Kac. ${ }^{26}$ Ilis method of proof has the advantage of not requiring the a's to be bounded.

Here we shall sketch the derivation of a closely related result: The probability that $y$ will pass through zero in $x_{1}, x_{1}+d x$ with positive slope is

$$
\begin{equation*}
d x \int_{0}^{\infty} \eta p\left(0, \eta ; x_{1}\right) d \eta \tag{3.3-5}
\end{equation*}
$$

We choose $d x$ so mall that the prortions of all but a negligible fraction of the prossible random curves lying in the strip $\left(x_{1}, x_{1}+d_{x}\right)$ may be regatded as straight lines. If $y=\xi$ at $x_{1}$ and passes through zero for $x_{1}<x<$ $x_{1}+d x$, its intercept on $y=0$ is $x_{1}-\frac{\xi}{\eta}$ where $\eta$ is the slope. Thus $\boldsymbol{\xi}$ and $\eta$ must be of opposite sign and

$$
x_{1}<x_{1}-\frac{\xi}{\eta}<x_{1}+d x
$$

[^11]According to the statement of our problem, we are interested only in positive values of $\eta$, and we therefore write our inequality as

$$
\cdots \eta d x<\xi<0
$$

For a given random curve i.e. for a given set of $a$ 's $\xi$ and $\eta$ have the valucs given by

$$
\begin{aligned}
& \xi=F\left(a_{1}, \cdots a_{N} ; x_{1}\right) \\
& \eta:\left[\frac{\partial F}{\partial x}\right]_{x=x_{1}}
\end{aligned}
$$

If these values of $\xi$ and $\eta$ satisfy our inequality, the curve goes through zero in $x_{1}, x_{1}+d x$. The probability of this happening is ${ }^{27}$

$$
\left.\int_{0}^{\infty} d \eta \int_{-\eta x}^{0} d \xi p\left(\xi, \eta ; x_{1}\right)=\int_{0}^{\infty}[0-(-\eta d x)] p\left(0, \eta ; x_{1}\right) d i\right]
$$

where we have made use of the fact that $d x$ is so very small that $\xi$ is effectively zero. The last expression is the same as (3.3-5).

In the same way it may be shown that the probability of $y$ passing through zero in $x_{1}, x_{1}+d x$ with a negative slope is

$$
\begin{equation*}
-d x \int_{-\infty}^{0} \eta p\left(0, \eta ; x_{1}\right) d \eta \tag{3.3-6}
\end{equation*}
$$

Expression (3.3-2) is ohtained by adding (3.3-5) and (3.3-6).
We are now ready to apply our formulas. We let $t, I(t)$ and $\varphi_{n}$ play the roles of $x, y$, and $a_{n}$, respectively, and use

$$
\begin{equation*}
I(t)=\sum_{n=1}^{N} c_{n} \cos \left(\omega_{n} t-\varphi_{n}\right), \quad c_{n}^{2}=2 w(f) \Delta f \tag{2.8-6}
\end{equation*}
$$

${ }^{27} \mathrm{MacColl}$ has remarked that the step from the double integral on the left hand side of this equation to the final result ( $3.3-5$ ) may be made as follows:
It is easily scen that the probability density we are seeking is

$$
\left[\frac{d}{d(\Delta x)} \int_{0}^{\infty} d \eta \int_{-\eta A F}^{0} p(\xi ; \eta ; x) d \xi\right]_{\Delta x=0}
$$

Proceeding formally, without regard to conditions validnting the analytical operations (for such conditions sce the footnote on page 52), we have

$$
\frac{d}{d \Delta x} \int_{0}^{\infty} d \eta \int_{-\eta \Delta x}^{0} \rho(\xi, \eta ; x) d \xi=\int_{0}^{\infty} \eta p(-\eta \Delta x, \eta ; x) d \eta
$$

and hence the required probability density is

$$
\int_{0}^{\infty} \eta p(0, \eta ; x) d \eta
$$

The fist sifp is to find the probability sensify function of the two ramdom variables

$$
\begin{gather*}
\xi=\sum_{n=1}^{N} c_{n} \cos \left(\omega_{n} t_{1} \cdots \varphi_{n}\right) \\
\eta=I^{\prime}\left(t_{1}\right) \because \cdots \sum_{n=1}^{N} c_{n} \omega_{n} \sin \left(\omega_{n}^{\prime} t_{1}-\varphi_{n}\right) \tag{3.3-7}
\end{gather*}
$$

whete the prime denotes differentiation with respett $t$. Firom section 2.10

$$
\begin{aligned}
\mu_{11} & =\xi^{2}=\psi_{11} \\
\mu_{22} & \cdots \eta^{2}: \sum_{n=1}^{\infty} c_{n}^{2} \omega_{n}^{2} \sin ^{2}\left(\omega_{n} t_{1}-\varphi_{n}\right) \\
& =\sum_{n=1}^{N}\left(2 \pi f_{n}\right)^{2} w\left(f_{n}\right) \Delta f \\
& \cdots 4 \pi^{2} \int_{0}^{\infty} f^{2} w(f) d f--\psi_{0}^{\prime \prime} \\
\mu_{12} & =\xi \eta=-\sum_{n=1}^{N} \iota_{n}^{n} \omega_{n} \cos \left(\omega_{n} t_{1} \cdots \varphi_{n}\right) \sin \left(\omega_{n} t_{1}-\varphi_{n}\right) \\
& =0
\end{aligned}
$$

The expression for $\mu_{22}$ arises from (2.1-6) by differentiation. In this expression $\psi_{0}^{\prime \prime}$ denotes the second derivative of $\psi(\tau)$ with resject to $\tau$ al $\tau=9$;

$$
\begin{equation*}
\psi^{\prime \prime}(\tau)=-4 \pi^{2} \int_{0}^{\infty} f^{2} w(f) \cos 2 \pi f \tau d f \tag{3.3-8}
\end{equation*}
$$

Hence the probability density is

$$
\begin{equation*}
p(\xi, \eta ; \iota)=\frac{\left|-\psi_{0} \psi_{0}^{\prime \prime}\right|^{-1 / 2}}{2 \pi}-\exp \left[-\frac{\xi^{2}}{2 \psi_{0}}+\frac{\eta^{2}}{2 \psi_{0}^{\prime \prime}}\right] \tag{3.3-9}
\end{equation*}
$$

where $\psi_{0}^{\prime \prime}$ is negative. It will be observed that the expression on the right is independent of $t$. Hence the probability of having a cero in $t_{1}, t_{1}+d t$,

$$
d t \int_{-\infty}^{+\infty}|\eta|_{\left|-\dot{\psi}_{0} \psi_{0}^{\prime \prime}\right|^{-1 / 2}}^{2 \pi} e^{\eta^{2} / 2 \psi_{0}^{\prime \prime}} d \eta-\frac{d t}{\pi}\left[\begin{array}{c}
\psi^{\prime \prime}(0)  \tag{3.3-10}\\
\psi(0)^{-}
\end{array}\right]^{1 / 2}
$$

which follows from (3.3 3), is independent of $t$.
The expected number of zeros per second, which may be obtained from (3.3-3) by integrating ( 3.3 10) over an interval of one second, is

$$
\frac{1}{\pi}\left[\begin{array}{c}
\psi^{\prime \prime}(0)  \tag{3.3-11}\\
\psi(0)
\end{array}\right]^{1 / 2}=2\left[\begin{array}{c}
\int_{0}^{\infty} f^{2} w(f) d f \\
\int_{0}^{\infty} w(f) d f
\end{array}\right]^{1 / 9}
$$

For an indeal band pass filter whose pass band extemle from fa to fa the expected number of zeros per serond is

$$
2\left[\begin{array}{l}
1 f_{h 1}^{3}-f_{1}^{2} \\
3 f_{1}
\end{array} f_{4}^{2 / 3}\right.
$$

When $f_{a}$ is aron this becomes $1.155 f_{b}$ and when $f_{a}$ is very nearly equal to $f_{b}$ it apmoathes $f_{b}+f_{a}$.

In a recent paper M. Kar ${ }^{2 k}$ has given a resalt which, after a slight peneralization, leads to
for the prohability that the noise current will pass through the value $I$ with pasitive slope charing the interval $t, t+d t$. 'The expected number of such passages per second is

$$
e^{-12 / 240} \times\left[\frac{1}{2}\right. \text { the expected number of zeros per secondl }
$$

The expression ( 3.3 1.3) may also be derived from anatogue of (3.3 5) obtained by replacing the acro in $p\left(0, \eta ; x_{1}\right)$ by $y$.

In some cases the integral

$$
\psi_{0}^{\prime \prime}=-4 \pi^{2} \int_{0}^{\infty} f^{2} w(f) d f
$$

does not converge.
An example occurs when we apply a broad band noise voltage to a resistance and condenser in series. The power spectrum of the voltage across the condenser is of the form

$$
\begin{equation*}
w(f)=\frac{1}{f^{2}+a^{2}} \tag{3.3-1.5}
\end{equation*}
$$

Although $\psi_{0}^{\prime \prime}$ is infinite, $\psi_{0}$ is finite and equal to $\pi / 2 a$. A straightforward substitution in our formula (3.3-11) gives infinity as the expected number of zeros per second.

Some light is thrown on this breakdown of our fermula when we consider a noise current consisting of two bands of noise. Once band is confined to relatively low frequencics, and its power spectrum will be denoted by $z_{1}^{\prime}(f)$. The other band is very narrow and is rentered at the relatively high frequency $f_{2}$. The complete power spectrum of our noise is then

$$
w(f)=w_{1}(f)+A^{2} \delta\left(f-f_{2}\right)
$$

[^12]where the unit impulse function $\delta$ is used to represent the very narrow hand. The power spectrum of the nanrow band $i$ : approximately the same as that of the wave $A \sqrt{ } 2 \cos 2 \pi f_{2} t$.

The integrals ocruring in our formula are

$$
\begin{aligned}
\int_{0}^{\infty} w(f) d f & =\int_{0}^{\infty} w_{1}(f) d f+\Lambda^{2} \\
& =W+\Lambda^{8} \\
\int_{0}^{\infty} w(f) f^{2} d f & =\int_{0}^{\infty} f^{2} w_{1}(f) d f+\Lambda^{2} f_{2}^{2} \\
& =U+\Lambda^{2} f_{2}^{2}
\end{aligned}
$$

We suppose that $A$ and $f_{2}$ are such that

$$
\begin{aligned}
& W \gg A^{2} \\
& U \ll A^{2} f_{2}^{2}
\end{aligned}
$$

Then our formula ( 3.3 11) gives us the expected number of zeros

$$
2 \frac{A f_{2}}{W^{1 / 2}}
$$

We may give a qualitative explanation of this formula if we regard our noise current as composed of a small component

$$
I_{2}=2^{1 / 2} A \cos 2 \pi f_{2} t
$$

due to the narrow band superposed on a large, slowly varying component due to the lower band. Since the r.m.s. value of the second component is $W^{1 / 2}$ we may assign it a representative frequency $f_{1}$ and write it approximately as

$$
I_{1}=(2 \mathrm{~W})^{1 / 2} \cos 2 \pi f_{1} t
$$

The zeros of the noise current are clustered around the zeros of the second wave. Near surh a zero

$$
I_{1}= \pm(2 W)^{1 / 2} 2 \pi f_{1} \Delta t
$$

where $\Delta t$ is the distance from the zero. The oscillations of $I_{1}$ produce zeros when $\left|I_{1}\right|$ is less than the amplitude of $I_{2}$ or when

$$
A>W^{1 / 8} 2 \pi f_{1}|\Delta l|
$$

and the interval over which zeros are produced is given by

$$
2 \Delta t=\frac{A W^{-1 / 2}}{\pi f_{1}}
$$

The number of zenesh is this nultiplied by $2 f x$. Since there are $2 f$ such intervals per recond the number of zerom per second is

$$
{ }_{i}^{4} A W^{-y_{1} f_{1}}
$$

This differs from the result given by our formula by a factor of $2 / \mathrm{r}$. This discrepancy is due to our representing the two bands by the sine waves $h_{1}$ and $I_{s}$.
From this example we obtain the picture that when the integral for wo converges rorresponding to $A \rightarrow 0$, while at the same time the integral for $\psi_{0}^{\prime \prime}$ diverges, corresponding to $f_{2} \rightarrow \infty$ in such a way that $A f_{2} \rightarrow \infty$, the noise current behaves something like a continuous function which has no derivative. It seems that for physical systems the integrals will always converge since parasitic effects will have the effect of making $w(f)$ tend to zero rapidly enough. The frequency which represents the region where this occurs is of the order of the frequency of the microscopic wiggles.

So far we have been considering the formulas of this section in the most favorable light possible. There are experiments which indicate the possibility of the formulas breaking down in some cases. Prof. Uhlenbeck has pointed out that if a very broad band fluctuation current be forced ${ }^{19}$ to flow through a circuit consisting of a condenser, $C$, in parallel with a series combination of inductance, $L$, and resistance, $R$, equation (3.3-11) says that the expected number of zeros per second of the current, $I$, flowing through $R$ (and $L$ ) is independent of $R$. It is simply $\frac{1}{\pi}(L C)^{-1 / 2}$. The differential equation for $I$ is the same as that which governs the Brownian motion of a mirror suspended in a gas ${ }^{30}$, the gas pressure playing the role of $R$. Curves are available for this motion and it is seen that their character depends greatly upon the pressure ${ }^{\text {mi }}$. Unfortunately, it is difficult to tell from the curves whether the expected number of zeros is independent of the pressure. The differences between the curves for various pressures indicates that there may be some dependence*.

### 3.4 The Distribution of Zeros

The problem of determining the distribution function for the distance between two successive zeros seems to be quite difficult and apparently

[^13]nobody has as yet given a satisfactory solution. Here we shall give some results which are related to the general problem and which give an idea of the form of the distribution for the region of small spacings between the zeros.

We shall show (in the work starting with equation (3.4-12)) that the probability of the noise current, $I$, passing through zero in the interval $r, r \nmid d r$ with a negative slope, when it is known that $I$ passes through zero at $r=0$ with a positive slope, is

$$
\frac{d_{i}}{2 \pi}\left[\begin{array}{c}
\psi^{\prime \prime \prime}  \tag{3.4-1}\\
-\psi_{0}^{\prime \prime}
\end{array}\right]^{1 / 2}\left[\begin{array}{c}
M_{i \mathbf{i}} \\
H
\end{array}\right]\left(\psi_{0}^{2}-\psi_{r}^{2}\right)^{-3 / 2}\left[1+\Pi \cot ^{-1}(-I)\right]
$$

where $M_{22}$ and $M_{23}$ are the cofactors of $\mu_{22}=-\psi_{0}^{\prime \prime}$ and $\mu_{23}=-\psi_{r}^{\prime \prime}$ in the matrix

$$
\begin{align*}
M & =\left[\begin{array}{cccc}
\psi_{0} & 0 & \psi_{r}^{\prime} & \psi_{r}^{\prime} \\
0 & -\psi_{0}^{\prime \prime} & -\psi_{r}^{\prime \prime} & -\psi_{r}^{\prime} \\
\psi_{r}^{\prime} & -\psi_{r}^{\prime \prime} & -\psi_{0}^{\prime \prime} & 0 \\
\psi_{r} & -\psi_{r}^{\prime} & 0 & \psi_{0}
\end{array}\right],  \tag{3.4-2}\\
I & =M_{23}\left[M_{22}^{2}-M_{2 z}^{2}\right]^{-1 / 2} .
\end{align*}
$$

We choose $0 \leq \cot ^{-1}(-H) \leq \pi$, the value $\pi$ being taken at $\tau=0$, and the value $\pi / 2$ being approached as $\tau \rightarrow \infty$. It should be remembered that we are writing the arguments of the correlation functions as subscripts, e.g., $-\psi_{r}^{\prime \prime}$ is really

$$
\begin{equation*}
-\psi^{\prime \prime}(\tau)=4 \pi^{2} \int_{0}^{\infty} f^{2} w(f) \cos 2 \pi f \tau d f \tag{3.3-8}
\end{equation*}
$$

As $\tau$ becomes larger and larger the behavior of $I$ at $\tau$ is influenced less and less by the fact that it goes through zero with a positive slope at $\tau=0$. Hence (3.4-1) should approach the probability that, for any interval of length $d \tau$ chosen at random, I will go through zero with a negative slope. Because of symmetry, this is half the probability that it will go through zero. Thus (3.4-1) should approach, from (3.3-10),

$$
\frac{d \tau}{2 \pi}\left[\begin{array}{c}
-\psi_{0}^{\prime \prime}  \tag{3.4-3}\\
\psi_{0}
\end{array}\right]^{1 / 2}
$$

as $\tau \rightarrow \infty$. It actually does this since $M$ approaches a diagonal matrix and both $M_{23}$ and $H$ approach zero with $M_{28} / H \rightarrow M_{22} \rightarrow-\psi_{0}^{2} \psi_{0}^{\prime \prime}$. For a low pass filter culting off at $f_{b}(3.4-3)$ is

$$
\begin{equation*}
d \tau \int_{b} 3^{-1 / 2} \tag{3.4-4}
\end{equation*}
$$

The behavior of $(3.41)$ as $\tau \rightarrow 0$ is quite a bit more difficult to work out.
$M_{22}$ and $M_{23}$ goto zero as r $^{4}, M_{23}^{2}-M_{23}^{2}$ as $\tau^{10}$, and comedquentily $I i$ goes to infinity as $\tau^{1}$. The fural result is that ( 3.4 ) approathes

$$
d \tau \stackrel{\tau}{8}\left[\begin{array}{c}
\psi_{0} \psi_{0}^{(4)}-\psi_{0}^{\prime \prime 2}  \tag{3.4-5}\\
-\psi_{0}^{\prime \prime} \psi_{0}^{\prime \prime}
\end{array}\right]
$$

as $\dot{r} \rightarrow 0$, assuming $\psi^{(4)}$ exists. Here the seperscript (4) indiates, the fomith derivative at $\tau=0$,

$$
\begin{equation*}
\psi_{0}^{(4)}=16 \pi^{4} \int_{0}^{\infty} f^{4} w(f) d f \tag{3.4-6}
\end{equation*}
$$

For a low pass filter cutting off at $f_{b}(3.45)$ is

$$
\begin{equation*}
d \tau{ }_{30}^{\tau}\left(2 \pi f_{b}\right)^{2} \tag{3.4-7}
\end{equation*}
$$

When (3.4-1) is applied to a low pass filter, it turns out that instead of $\tau$ the variable

$$
\begin{equation*}
\varphi=2 \pi f_{b} T, \quad d \varphi=2 \pi f_{0} d \tau \tag{3.48}
\end{equation*}
$$

is more convenient to handle. Thus, if we write (3.4 1) an $p(\varphi) d \varphi$, it follows from (3.4-4) and (3.4-7) that

$$
\begin{align*}
& p(\varphi) \rightarrow \frac{1}{2 \pi \sqrt{ } 3}=.0919 \text { as } \varphi \rightarrow \infty  \tag{3.4-9}\\
& p(\varphi) \rightarrow \frac{\varphi}{30} \text { as } \varphi \rightarrow \infty
\end{align*}
$$

$p(\varphi)$ has been computed and ploted on Fig. 1 as a function of $\varphi$ for the range 0 to 9 . From the curve and the theory it is evident that beyomd $9 p(\varphi)$ oscillates about 0.0919 with ever decreasing amplitude.

We may take $p(\varphi) d \varphi$ to be the probability that $I$ gres through zero in $\varphi, \varphi+d \varphi$, when it is known that $I$ goes through zero at $\varphi=0$ with a stope opposite to that at $\varphi . p(\varphi) d \rho$ exceeds the probability that $I$ goes through zero at $\varphi=0$ and in $\varphi, \varphi+d \varphi$ with no zeros in between. This is because $p(\varphi) d \varphi$ includes all curves of the latter class and in addition those which may have an even number of zeros between () and $\varphi$. From this it follows that the curve giving the probability density of the intervals between zeros must be underneath the curve of $p(\varphi)$.

A partal check on the curve for p( $\varphi$ ) may be obtained iby comparing it with a probability density function obtained experimentally by M.E. Campbell for the intervals between 754 sucressive zeros. He passed thermal noise through a band pass filter, the lower cutoff being aroumd 200 cps and the upper cotoff being around 3000 cps . The upper cutoff was rather grad-
ual and it is difficult to assign a representative value. The crosses on figure 1 are oltained from his data when we assume that his filter behaves like a low pass filter with a cutoff at $f_{b}=2850$, this choice being made in order to make the maximum of his curve coincide with that of $p(\varphi)$.

It is seen that some of the crosses lie above $p(\varphi)$. 'This is probably due to the fact that the actual filter differs somewhat from the assumed low pass filter.

On lig. 1 there is also photed a function closely related to (3.4-1). It is the low pass filter form of the following: The probability of $I$ passing


Fig. 1 -Distribution of intervals between zeros-low-pass filter $y_{A} \Delta \varphi$ is probability of a zero in $\Delta \varphi$ when a zero is at origin.
$y_{B} \Delta \varphi$ is probability of a zero in $\Delta \varphi$ when a zero is at origin and slopes at zcros are of opposite signs.
$y_{B}=p(\varphi), f_{b}=$ filter cutoff, $\tau=$ time hetween zeros.
through zero in $\tau, \tau+d \tau$ when it is known that $I$ passes through zero at $\tau=0$ is

$$
\frac{d r}{\pi}\left[\begin{array}{c}
\psi_{0}  \tag{3.4-10}\\
-\psi_{0}^{\prime \prime}
\end{array}\right]^{1 / 2}\left[\begin{array}{c}
M_{20} \\
H
\end{array}\right]\left(\psi_{0}^{2}-\psi_{0}^{2}\right)^{-1 / g}\left[1+H \tan ^{-1} H\right]
$$

where the notation is the same as in (3.4-1) and $-\frac{\pi}{2} \leq \tan ^{-1} H \leq \frac{\pi}{2}$. This curve should always lie above $p(\varphi)$ and the small difference between the curves nut to $\varphi=4$ indicates that the true distribation of zeros is given closely by $p(\varphi)$ out to this point.
When (3.4-1) is applied to a relatively narrow band pass filter or some similar device we may make some approximations and obtain an expression somewhat simpler than (3.4-1). As a guide we consider our usual ideal
band pass filter whose range extends from $f_{a}$ to $f_{b}$. The cornclation function is given by (3.2-5).

$$
\begin{align*}
& \psi_{t}=\frac{w_{0}}{\pi r} \sin \pi \tau\left(f_{b}-f_{a}\right) \cos \pi r\left(f_{b}+f_{a}\right)  \tag{3.2-5}\\
& \psi_{0}=w_{0}\left(f_{b}-f_{a}\right)
\end{align*}
$$

From physical considerations we know that in a narrow filter misi of the distances hetween zeros will be nearly equal to

$$
t_{1}=\frac{1}{f_{0}+f_{4}}
$$

i.e., nearly equal to the distance between the zeros of a sine wave having the mid-hand frequency. We therefore expect (3.4-1) to have a peak very close to $\tau_{1}$. We also expect peaks at $3 \tau_{1}, 5 \tau_{1}$ etc. but we shall not consider these. We wish to examine the behavior of (3.4-1) near $\tau_{1}$.

It turns out that $M_{z s}$ is nearly equal to $M_{22}$ so that $I I$ is large and (3.4-1) becomes approximately

$$
\underset{2}{d \tau}\left[\begin{array}{c}
\psi_{0} \\
-\psi_{0}^{\prime \prime}
\end{array}\right]^{1 / 2} \frac{M_{2 a}}{\left[\psi_{0}^{2}-\psi_{1}^{2}\right]^{8 / 2}}
$$

where $t$ is near $\tau_{1}$.
In order to see that $M_{23}$ is nearly equal to $M_{22}$ we use the expressions

$$
\begin{aligned}
M_{92} & =-\psi_{0}^{\prime \prime}\left(\psi_{0}^{2}-\psi_{\mathrm{r}}^{2}\right)-\psi_{0} \psi_{\mathrm{r}}^{\prime 2} \\
M_{23} & =\psi_{r}^{\prime \prime}\left(\psi_{0}^{2}-\psi_{r}^{2}\right)+\psi_{\mathrm{r}} \psi_{\mathrm{r}}^{\prime 2} \\
M_{22}+M_{23} & =\left(\psi_{0}-\psi_{\mathrm{r}}\right)\left[\left(\psi_{0}+\psi_{r}\right)\left(\psi_{r}^{\prime \prime}-\psi_{0}^{\prime \prime}\right)-\psi_{r}^{\prime 2}\right] \\
& =\left(\psi_{0}-\psi_{r}\right)[B+C] \\
M_{22}-M_{23} & =\left(\psi_{0}+\psi_{r}\right)\left[\left(\psi_{0}-\psi_{\mathrm{r}}\right)\left(-\psi_{\mathrm{r}}^{\prime \prime}-\psi_{0}^{\prime \prime}\right)-\psi_{\mathrm{r}}^{\prime 2}\right] \\
& =\left(\psi_{0}+\psi_{\mathrm{r}}\right)[-B+C] \\
B & =\psi_{0} \psi_{\mathrm{r}}^{\prime \prime}-\psi_{\mathrm{r}} \psi_{0}^{\prime \prime} \\
C & =-\psi_{0} \psi_{0}^{\prime \prime}+\psi_{\mathrm{r}} \psi_{r}^{\prime \prime}-\psi_{\mathrm{r}}^{\prime 2}
\end{aligned}
$$

From (3.2-5) it is seen that $\psi_{\mathrm{r}}$ may be written as

$$
\psi_{r}=A \cos \beta r, \quad \beta=\pi\left(f_{0}+f_{a}\right)
$$

where $\beta r_{1}=\pi$ and $A$ is a function of $\tau$ which varies slowly in comparison with $\cos \beta r$. We see that near $r_{1}, \psi_{r}$ is nearly equal to $-\psi_{0}$. Likewise
$\psi_{\mathrm{r}}^{\prime}$ hovers around zero and $\psi_{\mathrm{r}}^{\prime \prime}$ is nearly equal to $-\psi_{0}^{\prime \prime}$. Differentiating with respect to $r$ gives

$$
\begin{aligned}
& \psi_{\tau}^{\prime}=A^{\prime} \cos \beta \tau-A \beta \sin \beta_{T} \\
& \psi_{r}^{\prime \prime}=\left(A^{\prime \prime}-A \beta^{3}\right) \cos \beta_{\tau}-2 A^{\prime} \beta \sin \beta \tau \\
& \psi_{0}^{\prime \prime}=A_{0}^{\prime \prime}-A_{0} \beta^{2}, \quad \psi_{0}=A_{0}
\end{aligned}
$$

where $A_{0}$ and $A_{0}^{\prime \prime}$ are ine values of $A$ añ its second derivative at $\tau$ equal to zero. These lead tio

$$
\begin{aligned}
& B=\left(A_{0} A^{\prime \prime}-A A_{0}^{\prime \prime}\right) \cos \beta_{\tau}-2 A_{0} A^{\prime} \beta \sin \beta_{\tau} \\
& C=\left(A A^{\prime \prime}-A^{\prime 2}\right) \cos ^{2} \beta_{\tau}-A_{0} A_{0}^{\prime \prime}+\left(A_{0}^{2}-A\right)^{2} \beta^{2}
\end{aligned}
$$

We wish to show that $C+B$ and $C-B$ are of the same order of magnitude. If we can do this, it follows that $M_{22}-M_{23}$ is much smaller than $M_{2 n}+M_{2 s}$ since $\psi_{0}-\psi_{r_{1}}$ is approximately $2 \psi_{0}$ while $\psi_{0}+\psi_{11}$ is quite small. Consequently we will have shown that $M_{23}$ is nearly equal to $M_{23}$.

So far we have made no approximations. We now express the slowly varying function $\Lambda$ as a power series in $\tau$. Since $\psi_{0}^{\prime}$ and $\psi_{0}^{\prime \prime \prime}$ must be zero for the type of functions we consider, it follows that

$$
\begin{aligned}
A & =A_{0}+\frac{\tau^{2}}{2} A_{0}^{\prime \prime}+\cdots \\
A^{\prime} & =\tau A_{0}^{\prime \prime}+\cdots \\
A^{\prime \prime} & =A_{0}^{\prime \prime}+\frac{\tau^{2}}{2} A_{0}^{(4)}+\cdots
\end{aligned}
$$

where we neglect all prowers higher than the second. Multiplication and squaring gives

$$
\begin{aligned}
A^{2}-A_{0}^{2} & =\tau^{2} A_{0} A_{0}^{\prime \prime} \\
A A^{\prime \prime}-A^{\prime 2} & =A_{0} A_{0}^{\prime \prime}+\frac{\tau^{2}}{2}\left(A_{0} A_{0}^{(4)}-A_{0}^{\prime \prime 2}\right) \\
& =A_{0} A_{0}^{\prime \prime}+F \\
A_{0} A^{\prime \prime}-A A_{0}^{\prime \prime} & =\frac{\tau}{2}_{2}^{2}\left(A_{0} A_{0}^{(0)}-A_{0}^{\prime \prime 2}\right)=F
\end{aligned}
$$

Since, for small $\tau, A$ and $A^{\prime \prime}$ are nearly equal to $A_{0}$ and $A_{0}^{\prime \prime}$, respectively we see that the difference on the left is small relative to $A_{0} A_{0}^{\prime \prime}$, i.e.,

$$
|F| \ll\left|A_{0} A_{0}^{\prime \prime}\right|
$$

Our expression for $B$ and $C$ become approximately

$$
\begin{aligned}
& B=F \cos \beta \tau-2 A_{0} A_{0}^{\prime \prime} \beta \tau \sin \beta \tau \\
& C=F \cos ^{2} \beta \tau-A_{0} A_{0}^{\prime \prime} \sin ^{2} \beta \tau-A_{0} A_{0}^{\prime \prime} \beta^{2} \tau^{8}
\end{aligned}
$$

When $\tau$ is near $\tau_{2}, \beta r$ is approximately $\pi$. Hence both $C+B$ and $C-B$ are approximately $-A_{0} A_{0}^{\prime \prime} \pi^{2}$ and are of the same order of magnitude. Consequently $M_{22}$ and $M_{23}$ are both nearly equal and

$$
\begin{aligned}
M_{23} & =\psi_{0}[C+B\} \\
& =-A_{0}^{2} A_{0}^{\prime \prime} \pi^{\mathrm{T}}
\end{aligned}
$$

When this expression for $M_{23}$ is used our approximation to (3.4-1) gives us tic result: If the correlation function is of the form

$$
\psi_{\mathrm{r}}=A \cos \beta \tau
$$

where $A$ is a slowly varying function of $\tau$, the probability that the distance between two successive zeros lies between $\tau$ and $\tau+d \tau$ is approximately

$$
\frac{d \tau}{2}\left[1+a^{2}\left(\tau-\tau_{1}\right)^{2}\right]^{1 / 2}
$$

where $a$ is positive and

$$
a^{9}=\frac{A_{0} \theta^{2}}{-A_{0}^{\prime \prime} \tau_{1}^{2}}, \quad \tau_{1}=\frac{\pi}{\dot{\phi}}
$$

For our ideal band pass filter with the pass band $f_{b}-f_{a}$,

$$
a=\sqrt{3} \frac{\left(f_{b}+f_{a}\right)^{2}}{f_{0}-\frac{f_{a}}{f_{a}},} \quad \tau_{1}=\frac{1}{f_{0}+f_{a}}
$$

and the average value of $\left|\tau-\tau_{1}\right|$ is $a^{-1}$. Thus

$$
\frac{\text { ave. }\left|\tau-\tau_{1}\right|}{\tau_{1}}=\frac{1}{a \tau_{1}}=\frac{f_{b}-f_{a}}{\sqrt{3}\left(f_{b}+f_{a}\right)}=\frac{1}{2 \sqrt{3} \text { mid-frequency }}
$$

When the correlation function cannot be put in the form assumed above but still behaves like a sinusoidal wave with slowly varying amplitude we may use our first approximation to (3.4-1). Thus, the probability that the distance between two successive zeros lies between $\tau$ and $\tau+d \tau$ is approximatcly

$$
\frac{b d \tau}{\left[\psi_{0}^{2}-\overline{\left.\psi_{r}^{2}\right]^{8 / 2}}\right.}
$$

when $\tau$ lies near $\tau_{1}$ where $\tau_{1}$ is the smallest value of , which makes $\psi$. approximately equal to $-\psi_{0}$. This probability is supposed to approach
zero rapidly as $\tau$ departs from $\tau_{1}$, and $b$ is chosen so that the integral over the effective region around $\tau_{1}$ is unity.

It secms to be especially difficult to get an expression for the distribution of zeros for large spacing. One method, suggested by Prof. Goudsmit, is to amend the conditions leading to (3.4-1) by adding conditions that $I$ be positive at equally spaced points along the time axis between 0 and 7 . This leads to integrals which are hard to evaluate. For one point between 0 and $\tau$ the integral is of the form ( $3.5-7$ ).

Another method of approach is to use the method of "in and exclusion" of zeros between 0 and $\tau$. Consider the class of curves of $I$ having a zero at $\tau=0$. Then, in theory, our methods will allow us to compute the functions $p_{0}(\tau), p_{1}(r, \tau), p_{2}(r, s, \tau)$, associated with this class where
$p_{0}(\tau) d \tau$ is probability of curve having zero in $d \tau$
$p_{1}(r, \tau) d \tau d r$ is probability of curve having zeros in $d \tau$ and $d r$
$p_{2}(r, s, \tau) d \tau d r d s$ is probability of curve having zeros in $d \tau, d r$, and $d s$ In fact $p_{0}(\tau) d \tau$ is expression $(3.4-10)$. The method of in and exclusion then leads to an expression for $P_{0}(\tau) d \tau$, the probability of having a zero at 0 and a zero in $\tau, \tau+d \tau$ but none between 0 and $\tau$. It is

$$
\begin{align*}
& P_{0}(\tau)=p_{0}(\tau)-\frac{1}{1!} \int_{0}^{r} p_{1}(r, \tau) d r+\frac{1}{2!} \int_{0}^{r} \int_{0}^{\tau} p_{2}(r, s, \tau) d r d s \\
&-\frac{1}{3!} \int_{0}^{r} \int_{0}^{r} \int_{0}^{r} p_{3}(r, s, t, \tau) d r d s d t+\ldots \tag{3.4-11}
\end{align*}
$$

Here again we run into difficult integrals. Incidentally, (3.4-11) may be checked for events occurring independently at random. Thus if $\nu d \tau$ is the probability of an event happening in $d \tau$, then, if $\nu$ is a constant and the events are independent, we have $p_{0}, p_{1}, p_{2}, \cdots$ given by $\nu, \nu^{2}, \nu^{8}, \cdots$. From (3.4-11) we obtain the known result $P_{0}(\tau)=v e^{-r}$.

We shall now derive (3.4-1). The work is based upon a generalization of (3.3-5): If $y$ is a random curve described by (3.3-1), the probability that $y$ will pass through zero in $x_{1}, x_{1}+d x_{1}$ with a positive slope and through zero in $x_{2}, x_{2}+d x_{2}$ with a negative slope is

$$
\begin{equation*}
-d x_{1} d x_{2} \int_{0}^{+\infty} d \eta_{1} \int_{-\infty}^{0} d \eta_{2} \eta_{1} \eta_{2} p\left(0, \eta_{1}, x_{1} ; 0, \eta_{2}, x_{3}\right) \tag{3.4-12}
\end{equation*}
$$

where $p\left(\xi_{1}, \eta_{1}, x_{1} ; \xi_{2}, \eta_{3}, x_{2}\right)$ is the probability density function for the four random variables

$$
\begin{aligned}
& \xi_{1}=F\left(a_{1}, a_{2}, \cdots, a_{N} ; x_{i}\right) \\
& \eta_{1}=\left[\frac{\partial F}{\partial x}\right]_{x-x_{i}}, \quad i=1,2 .
\end{aligned}
$$

The $x_{1}$ and $x_{2}$ phay the role of parameters in ( $\mathbf{3 . 4 - 1 2 \text { ). This result may be }}$ established in much the same way as (3.3-5).

When we identify $F$ with one of our representations, (2.8-1) or (2.8-6), of the noise current $I(t)$ it is seep that $p$ is normal in four dimensions. We may obtain the second moments directly from this representation, as has heen done in the equations just beiow (3.3-7). The same results may be obtained from the definition of $\psi(\tau)$, and for the sake of variety we choose this second method. We set $x_{1}=t_{1}, x_{2}=t_{1}+\tau$. Then

$$
\begin{align*}
\overline{\xi_{1}^{2}} & =\overline{\xi_{2}^{2}}=\overline{I^{2}(t)}=\psi_{0} \\
\overline{\xi_{1} \xi_{2}} & =\overline{I(t) I(t+\tau)}=\psi_{r}  \tag{3.4-13}\\
\overline{\eta_{1} \eta_{2}} & =\overline{\left(\frac{\partial I}{\partial t}\right)_{1}\left(\frac{\partial I}{\partial t}\right)_{t+r}}=\operatorname{Limit}_{r \rightarrow \infty} \frac{1}{T} \int_{0}^{T} I^{\prime}(t+\tau) I^{\prime}(t) d t
\end{align*}
$$

where primes denote differentiation with respect to the arguments. Integrating by parts:

$$
\int_{0}^{\tau} I^{\prime}(t+\tau) d I(t)=\left\{I^{\prime}(t+\tau) I(t)\right]_{0}^{\tau}-\int_{0}^{\tau} I^{\prime \prime}(t+\tau) I(t) d t
$$

We assume that $I$ and its derivative remains finite so that the integrated portion vanishes, when divided by $T$, in the limit. Since

$$
I^{\prime \prime}(t+\tau)=\frac{\partial^{2}}{\partial \tau^{2}} I(t+\tau)
$$

we have

$$
\overline{\eta_{1} \eta_{2}}=-\frac{\partial^{2}}{\partial \tau^{2}} \psi(\tau)=-\psi_{r}^{\prime \prime}
$$

Setting $\boldsymbol{\tau}=0$ gives

$$
\overline{\eta_{1}^{2}}=\overline{\eta_{2}^{2}}=-\psi_{0}^{\prime \prime}
$$

in agreement with the value of $\mu_{22}$ obtained from (3.3-7). In the same way

$$
\begin{aligned}
\overline{\xi_{1} \eta_{3}} & =\underset{r \rightarrow \infty}{\operatorname{Limit}} \frac{1}{T} \int_{0}^{r} I^{\prime}(t+\tau) I(t) d t=\frac{\partial}{\partial \tau} \psi(\tau) \\
& =\psi_{\tau}^{\prime} \\
\overline{\xi_{r} \eta_{1}} & =\operatorname{Limit}_{\tau \rightarrow \infty} \frac{1}{T} \int_{0}^{T} I^{\prime}(t) I(t+\tau) d t \\
& =" \quad(-) \frac{1}{T} \int_{0}^{r} I^{\prime}(t+\tau) I(t) d t \\
& =-\psi_{r}^{\prime}
\end{aligned}
$$

where we have integrated by parts in getting $k_{2} \eta_{1}$. Setting $r=0$ and using $\psi_{0}^{\prime}=0$ gives

$$
\overline{\xi_{1} \eta_{1}}=\overline{\xi_{2} \eta_{2}}=0
$$

In order to obtain the matrix $M$ of the second moments $\mu_{r g}$ in a form fairly symmetrical about its center we choose the $1,2,3,4$ order of our variables to be $\xi_{1}, \eta_{1}, \eta_{2}, \xi_{2}$. From equations (3.4-13) etc. it is seen that this choice leads to the expression (3.4-2) for $M$.

When we put $\xi_{1}$ and $\xi_{2}$ equal to zero, we obtain for the probability density function in (3.4-12) the expression

$$
\underset{4 \pi^{2}}{|M|^{-1 / 2}} \exp \left[-\frac{1}{2|\vec{M}|}\left(M_{22} \eta_{1}^{2}+2 M_{23} \eta_{1} \eta_{2}+M_{83} \eta_{2}^{2}\right)\right]
$$

Because of the symmetry of $M, M_{2 z}$ is equal to $M_{33}$. When, in the integral (3.4-12) we make the change of variable

$$
x=\left[\frac{M_{32}}{2|M|}\right]^{1 / 2} \eta_{1}, \quad y=-\left[\frac{M_{22}}{2|M|}\right]^{1 / 2} \eta_{2}
$$

we obtain

$$
\frac{d x_{1} d x_{2}|M|^{2 / 2}}{\pi^{2}} M_{22}^{2} \int_{0}^{\infty} x d x \int_{0}^{\infty} d y y e^{-x^{2}-y^{2}+2\left(\mu_{21} / L_{21}\right) x v}
$$

The double integral may be evaluated by (3.5-4). Let

$$
\varphi=\cos ^{-1}\left(-\frac{M_{23}}{M_{22}}\right)=\cot ^{-1}(-U), \quad H=M_{28}\left[M_{22}^{2}-M_{28}^{2}\right]^{-1 / 2}
$$

where $H$ is the same as that given in (3.4-2). Our expression now becomes

$$
\frac{d x_{1} d x_{2}}{4 \pi^{2}} \frac{|M|^{2 / 2}}{M_{22}^{2}-M_{22}^{2}}\left[1+H \cot ^{-1}(-H)\right]
$$

From a property of determinants

$$
M_{\mathrm{n}} M_{\mathrm{a}}-M_{2 \mathrm{~B}}^{2}=|M|\left(\psi_{0}^{2}-\psi_{r}^{2}\right)
$$

Using this to eliminate $|M|$ and dividing by

$$
\frac{d x_{1}}{2 \pi}\left[\frac{-\psi_{0}^{\prime \prime}}{\psi_{0}}\right]^{1 / 2}
$$

which, from (3.3-10), is the probability of going through zero in $x_{1}, x_{1}+d x_{1}$ with positive slope, gives the probability of going through zero in $d x_{2}$ with
negative slope when it is known that $I$ goes through zero at $x_{1}$ with positive slope:

$$
\frac{d x_{2}}{2 \pi}\left[-\psi_{0} \psi_{0}^{1 / 2}\right]^{\mid / 2}\left|M_{22}^{2}-M_{28}^{2}\right|^{1 / 8}\left(\psi_{0}^{2}-\psi_{8}^{2}\right)^{-8 / 2}\left[1+H \cot ^{-1}(-I I)\right]
$$

This is the same as (3.4-1).
The expression (3.4-10) is the same as the probability of $I$ going through zero in $d r$ when it is known that $I$ goes through zero at the origin with positive slope. This second probability may be obtained from (3.t-1) by adding the probability that $I$ goes through $d r$ with positive slope when it is known to go through zero with positive slope. Thus we must add the expression containing the integral in which the integration ir both $\eta_{1}$ and $\eta_{2}$ run from 0 to $\infty$. In terms of $x$ and $y$ this integral is

$$
\int_{0}^{\infty} x d x \int_{0}^{\infty} d y y e^{-\varepsilon^{2}-y^{2}-2\left(N_{2 s} / N_{2}\right) x y}
$$

This is equivalent to a change in the sign of $M_{23}$ and hence of $H$. After this addition we must consider

$$
\begin{aligned}
1 & +H \cot ^{-1}(-I)+1-H \cot ^{-1} I I \\
& =2+H\left[\cot ^{-1}(-H)-\cot ^{-1} I I\right] \\
& =2+H\left[\pi-2 \cot ^{-1} H\right] \\
& =2\left[1+H \tan ^{-1} H\right]
\end{aligned}
$$

and this leads to (3.4-10).

### 3.5 Multiple Integrals

We wish to evaluate integrals of the form

$$
\begin{equation*}
J=\int_{0}^{\infty} d x_{1} \int_{0}^{\infty} d x_{2} e^{-r_{1}^{2}-2 a x_{1} x_{3}-x_{2}^{2}} \tag{3.5-1}
\end{equation*}
$$

Our method of procedure is to first reduce the exponent to the sum of squares by a suituble linear change of variable and then change to polar coordinates. This method appears to work also for triple integrals of the same sort, but when it is applied to a four-fold integral, the last integration apparently cannot be put in closed form.

The reduction of the exponent to the sum of squares is based upon the transformation: If*

$$
\begin{align*}
& x_{1}=h_{1} y_{1}+h_{2} D_{21} y_{2}+h_{8} D_{31} y_{3}+\cdots+h_{n} D_{n, 1} y_{n} \\
& x_{2}=0 \quad+h_{2} D_{z 2} y_{2}+\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots+h_{n} D_{n, 2} y_{n}  \tag{3.5-2}\\
& \cdots \cdots \cdots+\cdots+h_{n, n} y_{n} \\
& x_{n}=0+0+\cdots+1
\end{align*}
$$

[^14]where $D_{0}=1, D_{1}=a_{11}, D_{r, r}=D_{r-1}$, and $D_{r s}$ is the cofactor of $a_{s r}$ (or of $a_{r a}$ because they are equal) in $D_{r}$ :
\[

D_{r}=\left|$$
\begin{array}{lll}
a_{11} & a_{12} & \cdots \\
a_{12} & a_{22} & \\
a_{1 r} & \cdots & a_{r r}
\end{array}
$$\right|, \quad h_{r}=\left[D_{r-1} D_{r}\right]^{-1 / 2}
\]

then, if none of the $D_{r}$ 's is zero,

$$
\sum_{1}^{n} a_{r o} x_{r} x_{s}=y_{1}^{2}+y_{2}^{2}+\cdots+y_{n}^{2}
$$

From (3.5-2); the Jacobian $\partial\left(x_{1}, \cdots x_{n}\right) / \partial\left(y_{1}, \cdots y_{n}\right)$ is equal to $D_{n}^{-1 / 2}$.
Applying our transformation to the exponent:

$$
\begin{aligned}
x_{1}= & y_{1}-a D_{2}^{-1 / 2} y_{2} \\
x_{2}= & 0+D_{2}^{-1 / 2} y_{2} \\
& D_{2}=1-a^{2}
\end{aligned}
$$

Since $x_{2}$ runs from 0 to $\infty$ so must $y_{2}$. The expression for $x_{1}$ shows that $y_{1}$ runs from $a D_{2}^{-1 / 2} y_{2}$ to $\infty$. The integral is therefore

$$
J=D_{2}^{-1 / 2} \int_{0}^{\infty} d y_{2} \int_{a_{D_{2}}^{-1 / 2} y_{2}}^{\infty} e^{-y_{1}^{2}-y_{2}^{2}} d y_{1}
$$

We now change to polar coordinates:

$$
\begin{aligned}
& y_{1}=\rho \cos \theta \\
& y_{1}=\rho \sin \theta \quad d y_{1} d y_{2}=\rho d \rho d \theta \\
& y_{2} \geq 0 \text { gives } 0 \leq \theta \leq \pi \\
& y_{1} \geq a D_{2}^{-1 / 2} y_{2} \text { gives } \cot \theta \geq a D_{2}^{-1 / 2}
\end{aligned}
$$

and obtain

$$
\begin{aligned}
J & =D_{2}^{-1 / 2} \int_{0}^{\cot -1 a D_{2}^{-1 / 2}} d \theta \int_{0}^{\infty} \rho e^{-\rho^{2}} d \rho \\
& =\frac{1}{2} D_{2}^{-1 / 2} \cot ^{-1}\left(a D_{2}^{-1 / 2}\right)
\end{aligned}
$$

where the arc-cotangent lies between 0 and $\pi$. This may be written in the simpler form

$$
J=\frac{1}{2}\left(1-a^{2}\right)^{-1 / 2} \cos ^{-1} a=\frac{1}{8} \varphi \csc \varphi
$$

where

$$
a=\cos \varphi,
$$

it being understood that $0 \leq \varphi \leq \pi$.

Other integrals may be obtained ly differentiation. Thus from

$$
\begin{equation*}
\int_{0}^{\infty} d x \int_{0}^{\infty} d y e^{-x^{2}-y^{2}-2 x y \cos \varphi}=\frac{1}{2} \varphi \csc \varphi \tag{3.5-3}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\int_{0}^{\infty} d x \int_{0}^{\infty} d y x y e^{-x^{2}-\nu^{\varphi}-2 x y \cos \varphi}=\frac{1}{4} \csc ^{2} \varphi(1-\varphi \cot \varphi) \tag{3.5-4}
\end{equation*}
$$

Hy using the same transformation we may obtain

$$
\begin{equation*}
\int_{0}^{\infty} d x \int_{0}^{\infty} d y y e^{-x^{2}-y^{2}-2 a z y}=\frac{\sqrt{\pi}}{4} \frac{1}{1+a} \tag{3.5-5}
\end{equation*}
$$

Of course, we may expand part of the exponential in a power series and integrate termwise but this leads to a series which has to be summed in each particular case:

$$
\begin{aligned}
& \int_{0}^{\infty} d x \int_{0}^{\infty} d y x^{n} y^{m} e^{-z^{2}-y^{2}-2 a x y} \\
&=\frac{1}{4} \sum_{r=0}^{\infty} \frac{(-2 a)^{r}}{r l} \cdot \Gamma\left(\frac{n+r+1}{2}\right) \Gamma\left(\frac{m+r+1}{2}\right)
\end{aligned}
$$

If we take $-1<R(m)<-\frac{1}{2},-1<R(m)<-\frac{1}{2}$, the series may be summed when $a=1$. The result stated just behow equation (3.8-9) is obtained by continuing $m$ and $n$ analytically.
The same methods will work when the limits are $\pm \infty$. We obtain, when $m$ and $n$ are integers,

$$
\begin{align*}
& \int_{-\infty}^{+\infty} d x \int_{-\infty}^{+\infty} d y x^{n} y^{m} e^{-z^{2}-\nu^{2}-2 x y \cos \theta} \\
& =\left\{\begin{array}{lc}
0, & n+m \text { odd } \\
(-)^{n} \sqrt{\pi} \frac{\Gamma\left(\frac{m+n+1}{2}\right)}{(\sin \varphi)^{n+m+1}} \\
& F\left(-n,-m ; \frac{1-n-m}{2} ; \frac{1-\cos \varphi}{2}\right), n+m \text { even }
\end{array}\right. \tag{3.5-6}
\end{align*}
$$

The hypergeometric function may also be written as

$$
F\left(-\frac{n}{2},-\frac{m}{2} ; \frac{1-n-m}{2} ; \sin ^{2} \varphi\right)
$$

By transformations of this we are led to the following expression for the integral

$$
\begin{aligned}
& \quad 0, n+m \text { odd, } \\
& \quad \Gamma\left(\frac{m+1}{2}\right) \Gamma\left(\frac{n+1}{2}\right) \\
& \left.(\sin \varphi)^{n+m+1}\right) \\
& -2\left(-\frac{n}{2},-\frac{m}{2}, \frac{1}{2} ; \cos ^{2} \varphi\right), \quad m, n \text { both even, } \\
& \left(1+\frac{n}{2}\right) \Gamma\left(1+\frac{m}{2}\right) \\
& \cos \varphi)^{n+m+1} \varphi\left(\frac{1-m}{2}, \frac{1-n}{2} ; \frac{3}{2} ; \cos ^{2} \varphi\right),
\end{aligned}
$$

$$
m, n \text { odd }
$$

As was mentioned earlier, the method used to evaluate the double integrals may also be applied to similar triple integrals. Here we state two results obtained in this way.

$$
\begin{align*}
& \int_{0}^{\infty} d x \int_{0}^{\infty} d y \int_{0}^{\infty} d z \exp \left[-x^{2}-y^{2}-z^{2}-2 c x y-2 b z x-2 a y z\right] \\
& \quad=\frac{1}{4}\left[\frac{\pi}{D_{3}}\right]^{1 / 2}[\alpha+\beta+\gamma-\pi] \\
& \int_{0}^{\infty} d x \int_{0}^{\infty} d y \int_{0}^{\infty} d z y z \exp \left(-x^{2}-y^{2}-z^{2}-2 c x y-2 b z x-2 a y z\right] \\
& \quad=\frac{\sqrt{ } \pi}{8 D_{2}}\left[\frac{1+a-b-c}{1+a}-\frac{a-b c}{D_{3}^{1 / 2}}(\alpha+\beta+\gamma-\pi)\right] \tag{3.5-7}
\end{align*}
$$

where $\beta$ and $\gamma$ are obtained by cyclic permutation of $a, b, c$ from

$$
\begin{aligned}
\alpha & =\cos ^{-1} \frac{a-c b}{\left(1-c^{2}\right)^{1 / 2}\left(1-b^{2}\right)^{1 / 2}}=\sin ^{-1}\left[\frac{D_{3}}{\left(1-c^{2}\right)\left(1-b^{2}\right)}\right]^{1 / 2} \\
& =\cot ^{-1} \frac{a-b c}{D_{3}^{1 / 2}}
\end{aligned}
$$

where $\alpha, \beta, \gamma$ all lie in the range $0, \pi$ and where

$$
D_{s}=\left|\begin{array}{lll}
1 & c & b \\
c & 1 & a \\
b & a & 1
\end{array}\right|=1+2 a b c-a^{2}-b^{2}-c^{2}
$$

For reference we state the integrals which arise from the definition of the normal distribution given in section (2.9)

$$
\begin{align*}
& \int_{-\infty}^{+\infty} d x_{1} \cdots \int_{-\infty}^{+\infty} d x_{n} \exp \left[-\sum_{i}^{n} a_{r,} x_{r} x_{v}\right]=\left[\frac{\pi^{n}}{|a|}\right]^{1 / 9} \\
& \int_{-\infty}^{+\infty} d x_{1} \cdots \int_{-\infty}^{+\infty} d x_{n} x_{1} x_{2} \exp \left[-\sum^{n} a_{r s} x_{r} x_{v}\right]=\left[\frac{\pi^{n}}{|a|^{2}}\right]^{1 / 2} \frac{A_{1 u}}{2} \tag{3.5-8}
\end{align*}
$$

where the quadratic form is positive definite and $|\boldsymbol{a}|$ is its detcrminant. $A_{i u}$ is the cofactor of $a_{i a}$. Incidentally, these mat he regarded as speciai cases of

$$
\begin{align*}
& \int_{-\infty}^{+\infty} d x_{1} \cdots \int_{-\infty}^{+\infty} d x_{n} f\left(\sum_{1}^{n} a_{r,} x_{r} x_{0}\right) F\left(\sum_{1}^{n} b_{r} x_{r}\right) \\
& =\frac{2}{\Gamma\left(\frac{n-1}{2}\right)}\left[\begin{array}{l}
\pi^{n-1} \\
|u|
\end{array}\right]^{1 / 2} \int_{-\infty}^{+\infty} d x \int_{0}^{\infty} d y y^{n-2} f\left(x^{2}+y^{2}\right)  \tag{3.5-9}\\
& F\left\{x\left[\begin{array}{ll}
\sum_{i}^{n} i_{r b} b_{r} i_{0} \\
\hdashline|a|
\end{array}\right]^{1,2}\right\} \text {, }
\end{align*}
$$

which is a generalization of a result given by Schlömilch.*

### 3.6 Instribution of Maxima of Noise: Currfit

Here we shall use a result similar to those used in sections $\mathbf{3 . 3}$ and 3.t. Let $y_{2}$ be a random curve given by (3.3-1),

$$
\begin{equation*}
y=F\left(a_{1} \cdots a_{N} ; x\right) \tag{3.3-1}
\end{equation*}
$$

If suitable conditions are satisfied, the probability that $y$ has a maximum in the rectangle $\left(x_{1}, x_{1}+d x_{1}, y_{1}, y_{1}+d y_{1}\right), d x_{1}$ and $d y_{1}$ being of the same order of magnitude, is ${ }^{32}$

$$
\begin{equation*}
-d x_{1} d y_{1} \int_{-\infty}^{0} p\left(y_{1}, 0, \zeta\right) \zeta d \zeta \tag{3.6-1}
\end{equation*}
$$

and the expected number of maxima of $y$ in $a \leq x \leq b$ is obtained $b y$ integrating this expression over the range $-x \leq y_{1} \leq x, a \leq x_{1} \leq b$. $p(\xi, \eta, \zeta)$ is the probability density function for the random variables

$$
\begin{align*}
\xi & =F\left(a_{1}, \cdots, a_{N} ; x_{1}\right) \\
\eta & =\left(\frac{\partial F}{\partial x}\right)_{x=x_{1}}  \tag{3.6-2}\\
\zeta & =\left(\frac{\partial^{2} F}{\partial x^{2}}\right)_{x=x_{1}}
\end{align*}
$$

* Höheren Analysis. Braunschweip (1879), Vol. 2, p. 4y4, equ. (29).
${ }^{22}$. 1 m . Jour Malh. Vol. 61 (1939) 4(Y9-416. isimilar problem has been studied by F. L. Dodd, The Length of the Cycles Which Result From the Ciraduation of Chance Elements, Ann. Math. Stat.. Vol. 10 (1939) 2.54-264. He gives a mumher of references to the literature dealing with the fluctuations of time series.

In our application of this result we replace $x$ and $y$ by $t$ and $I$ as before. Then

$$
\begin{aligned}
& \xi=I=\sum_{i}^{N} c_{n} \cos \left(\omega_{n}:-\epsilon_{n}\right) \\
& \eta=I^{\prime} \\
& \zeta=I^{\prime \prime}
\end{aligned}
$$

where the primes denote differentiation with respect to $f$. According to the central linitit theonemin disuibution of $\xi, 7,5$ approaches a normal law. The second moments defining this law may be obtained either from the above definitions of $\xi, \eta, \zeta$, or may be obtained from the correlation function as was done in the work following equation (3.4-13).

$$
\begin{aligned}
\overline{\xi^{2}} & =\psi_{0}, \quad \overline{\eta^{2}}=-\psi_{0}^{\prime \prime}, \quad \overline{\xi_{\eta}}=0 \\
\overline{\eta \zeta} & =\overline{I^{\prime}(t) I^{\prime \prime}(t)}=\operatorname{Limit}_{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} I^{\prime}(t) I^{\prime \prime}(t) d t \\
& =\operatorname{Limit}_{r \rightarrow \infty} \frac{1}{2 T}\left[I^{\prime 2}(T)-I^{\prime 2}(0)\right]=0 \\
\overline{\xi \zeta} & =\operatorname{Limit}_{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} I(t) I^{\prime \prime}(t) d t \\
& =\underset{r \rightarrow 0}{\operatorname{Limit} \frac{\partial^{2} \psi(t)}{\partial \tau^{2}}=\psi_{0}^{\prime \prime}} \\
\overline{\zeta^{2}} & =\operatorname{Limit}_{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} I^{\prime \prime}(t) I^{\prime \prime}(t) d t \\
& =\operatorname{Limit}_{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} I^{(t)}(t) I(t) d t \\
& =\psi_{0}^{(t)}
\end{aligned}
$$

where the superscript (4) represents the fourth derivative. The matrix $M$ of the moments is thus

$$
M=\left[\begin{array}{ccc}
\psi_{0} & 0 & \psi_{0}^{\prime \prime} \\
0 & -\psi_{0}^{\prime \prime} & 0 \\
\psi_{0}^{\prime \prime} & 0 & \psi_{0}^{(4)}
\end{array}\right]
$$

The determinant $|M|$ and the cofactors of interest are

$$
\begin{gather*}
|M|=-\psi_{0}^{\prime \prime}\left(\psi_{0} \psi_{0}^{(1)}-\psi_{0}^{\prime \prime 2}\right)  \tag{3.6-3}\\
M_{11}=-\psi_{0}^{\prime \prime} \psi_{0}^{(0)}, \quad M_{13}=\psi_{0}^{\prime \prime 2}, \quad M_{33}=-\psi_{0}^{\prime \prime} \psi_{0}
\end{gather*}
$$

The probability density function in (3.6-1) is

$$
\begin{align*}
p(I, 0, \zeta)= & (2 \pi)^{-8 / 2}|M|^{-1 / 2} \exp \\
& {\left[-\frac{1}{2|M|}\left(M_{11} I^{2}+M_{3 s} \zeta^{2}+2 M_{18} I \zeta\right)\right] } \tag{3.6-4}
\end{align*}
$$

and when this is put in $(3.6-1)$ and the integration with respect to $\zeta$ performed we get
$d I d t \frac{(Z T)^{-x / X}}{M_{2}}\left[|M|^{1 / 2} e^{-N_{1} 1^{1 / 2 l / L \mid} \mid}\right.$

$$
\begin{equation*}
\left.+M_{13} I\left(\frac{\pi}{2 M_{33}}\right)^{1 / 2} e^{-2^{2 / 246}}\left(1+\operatorname{erf} \frac{M_{13} I}{\left[2|M| M_{23}\right]^{1 / 2}}\right)\right] \tag{3.6-5}
\end{equation*}
$$

for the probabitity of a maximum occurring in the rectangle $d I d$. As is mentioned just below expression (3.6-1), the expected number of maxima in the interval $t_{1}, t_{2}$ may be obtained by integrating (3.6-1) from $t_{1}$ to $t_{2}$ after replacing $x$ by $t$, and $I$ from $-\infty$ to $+\infty$ after replacing $y$ by $I$. When we use (3.6-4) it is easier to integrate with respect to $I$ first. The expected number is then

$$
\begin{array}{r}
-\int_{i_{1}}^{s_{2}} d t \frac{M_{11}^{1 / 2}}{2 \pi} \int_{-\infty}^{0} \zeta \exp \left[-\frac{\zeta^{2}}{2|M|}\left(M_{23}-\frac{M_{13}^{2}}{M_{11}}\right)\right] d \zeta \\
=\left(h_{1}-t_{1}\right) \frac{\psi_{0}^{(0)}}{2 \pi} M_{11}^{-1 / 2}=\frac{t_{2}-t_{1}}{2 \pi}\left[\frac{\psi_{0}^{(0)}}{-\psi_{0}^{n}}\right]^{1 / 2}
\end{array}
$$

Hence the expected number of maxima per second is

$$
\begin{equation*}
\frac{1}{2 \pi}\left[\frac{\psi_{0}^{(4)}}{-\psi_{0}^{\prime \prime}}\right]^{1 / 2}=\left[\frac{\int_{0}^{\infty} f^{f} w(f) d f}{\int_{0}^{\infty} f^{2} w(f) d f}\right]^{1 / 2} \tag{3.6-6}
\end{equation*}
$$

For a band pass filter, the expected number of maxima per second is

$$
\begin{equation*}
\left[\frac{3}{5} \frac{f_{b}^{5}-f_{0}^{s}}{f_{b}^{3}-f_{a}^{2}}\right]^{1 / 2} \tag{3.6-7}
\end{equation*}
$$

where $f_{b}$ and $f_{a}$ are the cut-off frequencies. Putting $f_{a}=0$ so as to get a low pass filter,

$$
\begin{equation*}
f_{b}\left[\frac{3}{5}\right]^{1 / 8}=.775 f_{b} \tag{3.6-8}
\end{equation*}
$$

From ( 3.68 ) and ( 3.6 5) we may obtain the probability density function for the maxima in the case of a low pass filter. Thus the probability that a maximum selected at random from the universe of maxima will lic in $I, I+d I$ is

$$
\begin{equation*}
3 \sqrt{2 \pi \psi_{0}}\left[2 e^{-9 \nu^{2 / g}}+\left(\frac{5 \pi}{2}\right)^{1 / 2} y e^{v^{2 / 2}}\left(1+\operatorname{erf} y\left(\frac{5}{8}\right)^{1 / 2}\right)\right] \tag{3.6-9}
\end{equation*}
$$

where

$$
y=\frac{I}{\sqrt{\psi_{0}}}
$$



Fig. 2-Distribution of maxima of noise current. Noise through ideal low-pass filter. $\underset{\sqrt{\psi_{0}}}{\underset{\psi_{0}}{(y)}} d J=$ prohability that a maximum of $I$ selected at random lies hetween $I$ and $I+d I$.

When $y$ is large and positive (3.6-9) is given asymptotically by

$$
\frac{d I}{\sqrt{\psi_{0}}} \int^{\sqrt{5}} e^{-\psi^{2}, 2}
$$

If we write (3.6-4) as $p_{1}(y) d y$, the probability density $p_{i}(y)$ of $y$ may be ploted as a function of $y$. This plot is shown in Fig. 2. The distribution function $P\left(I_{\max }<y \sqrt{\psi_{0}}\right)$ defined by

$$
P\left(I_{\operatorname{tax}}<y \sqrt{\psi_{0}}\right)=\int_{\infty}^{y} p_{1}(y) \cdot d y
$$

and which gives the probability that a maximum selected at random is less than a specified $y \sqrt{\psi_{0}}=I$, is one of the four curves plotted in Fig. 4.

If $I$ is large and positive we may obtain an approximation from ( $3.6-5$ ). We observe that

$$
\frac{M_{11}}{|M|}=\frac{\psi_{0}^{(4)}}{\psi_{0} \psi_{0}^{(1)}-\psi_{0}^{\prime \prime 2}}>\frac{1}{\psi_{0}}
$$

so that when $I$ is large and positive

$$
e^{-\mu_{11} I^{2} / 21 A r t} \ll e^{-I^{2} / 2 \psi}
$$

Also, in these circumstances the $1+$ erf is nearly equal to two. 'Thus retaining only the important terms and using the definitions of the $M$ 's gives the approximation to ( $3.6-5$ ):

$$
\begin{gather*}
d I d t  \tag{3.6-10}\\
2 \pi \psi_{0}
\end{gather*}\left[\begin{array}{c}
-\psi_{0}^{\prime \prime} \\
\psi_{0}
\end{array}\right]^{1 / 2} I e^{-I^{2} i 2 \psi_{0}}
$$

From this it follows that the cexected number of maxima per secoud lying above the line $I=I_{1}$ is approximately ${ }^{33}$ when $I_{1}$ is large,

$$
\begin{align*}
& \frac{1}{2 \pi}\left[\begin{array}{c}
-\psi_{0}^{\prime \prime} \\
\psi_{0}^{\prime}
\end{array}\right]^{1 / 2} e^{-y_{1}^{\prime} ; 2 \psi_{0}}  \tag{3.6-11}\\
& \quad=e^{-I_{1}^{2 / 2 \psi_{0}}} \times \frac{1}{2}[\text { the expected number of zeros of } I \text { per second }]
\end{align*}
$$

It is interesting to note that the approximation (3.6-11) for the expected number of maxima above $I_{1}$ is the same as the exact expression (3.3-14) for the expected number of times $I$ will pass through $I_{1}$ with positive slope.

### 3.7 Results os the Enveiope: of the: Noisf: Current

The noise current flowing in the output of a relatively narrow band pass filter has the character of a sine wave of, roughly, the midband frequency whose amplitude fluctuates irregularly, the rapidity of fluctuation being of the order of the band width. Here we study the fluctuations of the envelope of such a wave.

First we define the envelope. Let $f_{m}$ be a representative midtband frequency. Then if

$$
\begin{equation*}
\omega_{m}=2 \pi f_{n} \tag{3.7-1}
\end{equation*}
$$

the noise current may be represented, see (2.8-6), by

$$
\begin{align*}
I & =\sum_{n=1}^{N} c_{n} \cos \left(\omega_{n} t-\omega_{m} t-\varphi_{n}+\omega_{m} t\right)  \tag{3.7-2}\\
& =I_{0} \cos \omega_{m} t-I_{s} \sin \omega_{m} t
\end{align*}
$$

where the components $I_{c}$ and $I_{s}$ are

$$
\begin{align*}
& I_{c}=\sum_{n=1}^{N} c_{n} \cos \left(\omega_{n} t-\omega_{m} t-\varphi_{n}\right) \\
& I_{t}=\sum_{n=1}^{N} c_{n} \sin \left(\omega_{n} t-\omega_{m} t-\varphi_{n}\right) \tag{3.7-3}
\end{align*}
$$

[^15]The envelope, $R$, is a function of $t$ dcfined by

$$
\begin{equation*}
R=\left[I_{o}^{2}+Y_{o}^{2}\right]^{1 / 2} \tag{3.7-4}
\end{equation*}
$$

It follows from the central limit theorem and the definitions (3.7-3) of $\bar{I}_{e}$ and $I_{\text {}}$ that these are two normally distributed random veriables. They are independent since $\bar{I}_{0} I_{0}=0$. They both have the same standard deviation, namely the square root of

$$
\begin{equation*}
\overline{I_{0}^{2}}=\overline{I_{0}^{2}}=\overline{I^{2}}=\int_{0}^{\infty} w(f) d f=\psi_{0} \tag{3.7-5}
\end{equation*}
$$

Consequently, the probability that the point ( $I_{0}, I_{5}$ ) lies within the elementary rectangle $d I_{d} d I_{*}$ is

$$
\begin{equation*}
\frac{d I_{c} d I_{s}}{2 \pi \psi_{0}} \exp \left[-\frac{I_{c}^{z}+I_{0}^{2}}{2 \psi_{0}}\right] \tag{3.7-6}
\end{equation*}
$$

In much of the following work it is convenient to introduce another random variable $\theta$ where

$$
\begin{align*}
& I_{\theta}=R \cos \theta \\
& I_{0}=R \sin \theta \tag{3.7-7}
\end{align*}
$$

Since $I_{e}$ and $I_{\text {s }}$ are random variables so are $R$ and $\theta$. The differentials are related by

$$
\begin{equation*}
d I_{c} d I_{0}=R d \theta d R \tag{3.7-8}
\end{equation*}
$$

and the distribution function for $R$ and $\theta$ is obtainable from (3.7-6) when the change of variables is made:

$$
\begin{equation*}
\frac{d \theta}{2 \pi} \frac{R d R}{\psi_{0}} e^{-R^{2} / 2 \psi_{0}} \tag{3.7-9}
\end{equation*}
$$

Since this may be expressed as a product of terms involving $R$ only and $\theta$ only, $R$ and $\theta$ are independent random variables, $\theta$ being uniformly distributed over the range 0 to $2 \pi$ and $R$ having the probahility density ${ }^{\mu}$

$$
\begin{equation*}
\frac{R}{\psi_{0}} e^{-R^{1} / 2 \psi_{0}} \tag{3.7-10}
\end{equation*}
$$

Expression (3.7-10) gives the probability density for the value of the envelope. Like the normal law for the instantaneous value of $I$, it depends only upon the average total power

$$
\psi_{0}=\int_{0}^{\infty} w(f) d f
$$

${ }^{4}$ See V. D. Landon and K. A. Norton, I.R.E. Prec., 30 (1942), 425-429.

We now study the correlation beiween $\boldsymbol{n}$ at time $\boldsymbol{i}$ and its value at some later time $t+\tau$. Let the subscripts 1 and 2 refer to the times $t$ and $t+\tau$, respectively. Then from $(3.7-3)$ and the central limit theorem it follows that the four random variables $I_{c 1}, I_{a 1}, I_{c 2}, I_{s 2}$ have a four dimensional normal distribution. This distribution is determined by the second moments

$$
\begin{gather*}
\left.\overline{I_{c 1}^{2}}=\overline{I_{s 1}^{2}}=\overline{I_{c 2}^{2}}=\bar{I}_{* 2}^{2}=\psi_{0}\right\lrcorner \mu_{11} \\
\overline{I_{c 1} I_{c 1}}=\overline{I_{c 2} I_{s 2}}=0 \\
\overline{I_{c 1} I_{c 2}}=I_{01} I_{c 2}=\frac{1}{2} \sum_{n=1}^{N} c_{n}^{2} \cos \left(\omega_{n} \tau-\omega_{m} \tau\right) \\
\rightarrow \int_{0}^{\infty} w(f) \cos 2 \pi\left(f-f_{m}\right) \tau d f=\mu_{13}  \tag{3.7-11}\\
\overline{I_{c 1} I_{s 2}}=-\overline{I_{c 2} I_{s 1}}=\frac{1}{2} \sum_{n=1}^{N} c_{n}^{2} \sin \left(\omega_{n} \tau-\omega_{m} \tau\right) \\
\\
\rightarrow \int_{0}^{\infty} w(f) \sin 2 \pi\left(f-f_{m}\right) \tau d f=\mu_{11}
\end{gather*}
$$

The moment matrix for the variables in the order $I_{\mathrm{cl}}, I_{\mathrm{a}}, I_{\mathrm{a}}, I_{\mathrm{a}}$ is

$$
M=\left[\begin{array}{cccl}
\psi_{0} & 0 & \mu_{18} & \mu_{14} \\
0 & \psi_{0} & -\mu_{14} & \mu_{13} \\
\mu_{18} & -\mu_{14} & \psi_{0} & 0 \\
\mu_{14} & \mu_{13} & 0 & \psi_{0}
\end{array}\right]
$$

and from this it follows that the cofactors of the determinant | $M$ |are

$$
\begin{align*}
& M_{11}=M_{22}= M_{23}=M_{44}=\psi_{0}\left(\psi_{0}^{2}-\mu_{13}^{2}-\mu_{14}^{2}\right) \\
&=\psi_{0} A, A=\psi_{0}^{2}-\mu_{18}^{2}-\mu_{14}^{2}  \tag{3.7-12}\\
& M_{12}= M_{34}=0 \\
& M_{18}= M_{24}=-\mu_{18} A \\
& M_{14}=-M_{23}=-\mu_{14} A \\
&|M|=A^{2}
\end{align*}
$$

The probability density of the four random variables is therefore

$$
\begin{aligned}
\frac{1}{4 \pi^{2} A} & \exp -\frac{1}{2 A}\left[\psi_{0}\left(I_{1}^{2}+I_{2}^{2}+I_{3}^{2}+I_{4}^{2}\right)\right. \\
& \left.-2 \mu_{13}\left(I_{1} I_{8}+I_{2} I_{4}\right)-2 \mu_{16}\left(I_{1} I_{4}-I_{8} I_{8}\right)\right]
\end{aligned}
$$

where we have written $I_{1}, I_{2}, I_{3}, I_{4}$ for $I_{\mathrm{cl}}, I_{01}, I_{e 2}, I_{s 2}$. We now make the transformation

$$
\begin{array}{ll}
I_{1}=R_{1} \cos \theta_{1} & I_{8}=R_{9} \cos \theta_{2} \\
I_{2}=R_{1} \sin \theta_{1} & I_{4}=R_{2} \sin \theta_{2}
\end{array}
$$

and average the resulting probability density over $\theta_{1}$ and $\theta_{2}$ in order to get the probability that $R_{1}$ and $R_{2}$ lie in $d R_{1}$ and $d R_{2}$. It is

$$
\begin{aligned}
& \frac{R_{1} R_{2} d R_{1} d R_{3}}{4 \pi^{2} A} \int_{0}^{2 r} d \theta_{1} \int_{0}^{2 \pi} d \theta_{2} \mu \mathrm{xp} \\
& \quad-\frac{1}{2 A}\left\{\psi_{0} R_{1}^{2}+\psi_{0} R_{2}^{2}-2 \mu_{12} R_{1} R_{2} \cos \left(\theta_{2}-\theta_{1}\right)-2 \mu_{14} R_{1} R_{2} \sin \left(\theta_{2}-\theta_{1}\right)\right]
\end{aligned}
$$

Since the integrand is a periodic function of $\theta_{2}$ we may integrate from $\theta_{3}=\theta_{1}$ to $\theta_{2}=\theta_{1}+2 \pi$ instead of from 0 to $2 \pi$. This integration gives the Bessel function, $I_{0}$, of the first kind with imaginary argument. The resulting probability density for $R_{1}$ and $R_{2}$ is

$$
\begin{equation*}
\frac{R_{1} R_{2}}{A} \bar{I}_{n}\left(\frac{R_{1} R_{2}}{A}\left[\mu_{i 3}^{2}+\mu_{14}^{2}\right]^{1 / 2}\right) \exp -\frac{\psi_{0}}{2 A}\left(R_{1}^{2}+R_{2}^{2}\right) \tag{3.7-13}
\end{equation*}
$$

where, from (3.7-12),

$$
A=\psi_{0}^{2}-\mu_{18}^{2}-\mu_{14}^{2}
$$

$\mu_{18}$ and $\mu_{14}$ are given by (3.7-11). Of course, $\boldsymbol{R}_{1}$ and $\boldsymbol{R}_{2}$ are always positive.
For an ideal band pass filter with cut-offs at $f_{a}$ and $f_{0}$ we set

$$
f_{m}=\frac{f_{b}+f_{0}}{2}, \quad w(f)=w_{0} \text { for } f_{0}<f<f_{0}
$$

and obtain

$$
\begin{aligned}
& \psi_{0}=w_{0}\left(f_{b}-f_{a}\right) \\
& \mu_{13}=\int_{f_{0}}^{f_{0}} w_{0} \cos 2 \pi\left(f-f_{m}\right) \tau d f=\frac{\varepsilon \omega_{0} \sin \pi\left(f_{0}-f_{0}\right) \tau}{\pi \tau} \\
& \mu_{14}=\int_{f_{a}}^{f_{b}} w_{0} \sin 2 \pi\left(f-f_{m}\right) r d f=0
\end{aligned}
$$

The $I_{0}$ term in (3.7-13), which furnishes the correlation between $\boldsymbol{R}_{1}$ and $\boldsymbol{R}_{\mathbf{2}}$, becomes

$$
I_{0}\left(\frac{R_{1} R_{2}}{\psi_{0}} \frac{\frac{\sin x}{x}}{1-\frac{\sin ^{2} x}{x^{2}}}\right)
$$

where $x$ is $\pi\left(f_{b}-f_{a}\right)_{r}$. When $x$ is a multipie of $\pi, R_{1}$ and $R_{8}$ are independent random variables. When $x$ is zero $R_{1}$ and $R_{2}$ are equal. Hence we may say, roughly, that the period of fluctuation of $R$ is the time it takes $x$ to increase frem 0 to $\pi$ or $\left(f_{b}-f_{0}\right)^{-1}$. This is related to the result given in the next section, namely that the expected number of maxima of the envelope is . $641\left(f_{b}-f_{0}\right)$ per second.

### 3.8 Maxima or R

Here we wish to study the distribution of the maxima of $R$.* Our work is base! upen the expression, of. (3.6-1),

$$
\begin{equation*}
-d R d t \int_{-\infty}^{0} p\left(R, 0, R^{\prime \prime}\right) R^{\prime \prime} d R^{\prime \prime} \tag{3.8-1}
\end{equation*}
$$

for the probability that a maximum of $R$ falls within the elementary rectangle $d R d t . \quad p\left(R, R^{\prime}, R^{\prime \prime}\right)$ is the probability density for the three dimensional distribution of $R, R^{\prime}, R^{\prime \prime}$ where the primes denote differentiation with respect to $t$.

We shall determine $p\left(R, R^{\prime}, R^{\prime \prime}\right)$ from the probability density of $I_{c}, I_{s}^{\prime}$, $I_{c}^{\prime \prime}, I_{s}, I_{c}^{\prime}, I_{a}^{\prime \prime}$, which we shall denote by $x_{1}, x_{2}, \cdots x_{0}$. The interchange of $I_{c}^{\prime}$ and $I_{c}^{\prime}$ is suggested by the later work. It is convenient to introduce the notation

$$
\begin{align*}
& b_{n}=(2 \pi)^{n} \int_{0}^{\infty} w(f)\left(f-f_{m}\right)^{n} d f  \tag{3.8-2}\\
& b_{0}=\psi_{0}
\end{align*}
$$

where $f_{m}$ is the mid-band frequency, i.e., the frequency chosen in the definition of the envelope $R$. $\quad b_{n}$ is seen to be analogous to the derivatives of $\psi(\tau)$ at $\tau=0$.

From the definitions (3.7-3) of $I_{c}$ and $I_{d}$ we obtain the second moments

$$
\begin{aligned}
& \overline{x_{1}^{2}}=\overline{I_{c}^{2}}=\psi_{0}=b_{0} \\
& \overline{x_{4}^{2}}=\overline{I_{0}^{2}}=b_{0} \\
& \overline{x_{s}^{2}}=\overline{I_{i}^{\prime 2}}=\sum_{i}^{N} w\left(f_{n}\right) \Delta f 4 \pi^{2}\left(f_{n}-f_{m}\right)^{2}=b_{2} \\
& \overline{x_{b}^{2}}=\overline{I_{c}^{\prime 2}}=b_{2} \\
& \overline{x_{i}^{2}}=\overline{I_{e}^{\prime \prime 2}}=b_{4} \\
& \overline{x_{8}^{2}}=\overline{I_{s}^{\prime \prime 2}}=b_{4}
\end{aligned}
$$

[^16]\[

$$
\begin{aligned}
& x_{1} x_{2}=\overline{I_{c} I_{s}^{\prime}}=\sum_{1}^{N} w\left(f_{n}\right) \Delta f 2 \pi\left(f_{n}-i_{m}\right)=b_{1} \\
& x_{4} x_{5}=I_{0} I_{c}^{\prime}=-b_{1} \\
& x_{1} x_{8}=I_{c} I_{c}^{\prime \prime}=-\sum_{1}^{N} w(f) \Delta f 4 \pi^{2}\left(f_{n}-f_{m}\right)^{2}=-b_{2} \\
& x_{4} \overline{x_{b}}=\overline{I_{4} I_{s}^{\prime \prime}}=-b_{2} \\
& \overline{x_{1} x_{3}}=\overline{I_{4}^{\prime}} \overline{I_{c}^{\prime \prime}}=-b_{3} \\
& \overline{x_{b} x_{8}}=\overline{I_{0}^{\prime} I_{0}^{\prime \prime}}=b_{3}
\end{aligned}
$$
\]

All of the other second moments are zero. The moment matrix $M$ is thus

$$
M=\left[\begin{array}{rrrrrr}
b_{0} & b_{1} & -b_{2} & 0 & 0 & 0 \\
b_{1} & b_{2} & -b_{3} & 0 & 0 & 0 \\
-b_{2} & -b_{3} & b_{4} & 0 & 0 & 0 \\
0 & 0 & 0 & b_{0} & -b_{1} & -b_{2} \\
0 & 0 & 0 & -b_{1} & b_{2} & b_{3} \\
0 & 0 & 0 & -b_{2} & b_{3} & b_{4}
\end{array}\right]
$$

The adjoint matrix is

$$
\begin{align*}
& {\left[\begin{array}{cccccc}
B_{0} & B_{1} & -B_{2} & 0 & 0 & 0 \\
B_{1} & B_{22} & -B_{3} & 0 & 0 & 0 \\
-B_{2} & -B_{2} & B_{4} & 0 & 0 & 0 \\
0 & 0 & 0 & B_{0} & -B_{1} & -B_{2} \\
0 & 0 & 0 & -B_{2} & B_{22} & B_{2} \\
0 & 0 & 0 & -B_{2} & B_{2} & B_{4}
\end{array}\right]} \\
& B_{0}=\left(b_{2} b_{4}-b_{3}^{2}\right) B \quad B_{22}=\left(b_{0} b_{4}-b_{3}^{2}\right) B \\
& B_{1}=-\left(b_{1} b_{4}-b_{3} b_{3}\right) B \quad B_{z}=-\left(b_{0} b_{3}-b_{1} b_{7}\right) B \\
& B_{2}=\left(b_{1} b_{1}-b_{2}^{2}\right) B \quad B_{4}=\left(b_{0} b_{2}-b_{1}^{2}\right) B  \tag{3.8-3}\\
& B=b_{0} b_{2} b_{4}+2 b_{1} b_{2} b_{2} \\
& -b_{2}^{3}-b_{0} b_{i}^{2}-b_{4} b_{1}^{2} \\
& |M|=B^{2}
\end{align*}
$$

where $B$ is the determinant of the third order matrices in the upper left and lower right corners of $M$.

As in the earlier work, the distribution of $x_{1}, \cdots, x_{0}$ is normal in six dimensions. The exponent is $-\lfloor 2|M|]^{-1}$ times

$$
\begin{align*}
B_{0}\left(x_{1}^{2}+x_{4}^{2}\right)+2 B_{1}\left(x_{1} x_{2}-x_{4} x_{5}\right) & -2 B_{3}\left(x_{1} x_{8}+x_{4} x_{0}\right) \\
+B_{22}\left(x_{2}^{2}+x_{8}^{8}\right) & -2 B_{8}\left(x_{2} x_{8}-x_{6} x_{6}\right)  \tag{3.8-4}\\
& +B_{4}\left(x_{8}^{2}+x_{6}^{2}\right)
\end{align*}
$$

In line with the carlier work we set

$$
\begin{aligned}
x_{1}=I_{0} & \curvearrowleft R \cos \theta \quad x_{4}=I_{0}=R \sin \theta \\
x_{2}= & I_{s}^{\prime}=R^{\prime} \sin \theta+R \cos \theta \theta^{\prime} \\
x_{8}= & I_{c}^{\prime}=R^{\prime} \cos \theta-R \sin \theta \theta^{\prime} \\
x_{3}=I_{c}^{\prime \prime} & =R^{\prime \prime} \cos \theta-2 R^{\prime} \sin \theta \theta^{\prime} \\
& -R \cos \theta \theta^{\prime 2}-R \sin \theta \theta^{\prime \prime} \\
x_{8}=I_{*}^{\prime \prime}= & R^{\prime \prime} \sin \theta+2 \bar{R}^{\prime} \cos \theta \theta^{\prime} \\
& -R \sin \theta \theta^{\prime 2}+R \cos \theta \theta^{\prime \prime}
\end{aligned}
$$

The angle $\theta$ varies from 0 to $2 \pi$ and $\theta^{\prime}$ and $\theta^{\prime \prime}$ vary from $-\infty$ to $+\infty$. By forming the Jacobian it may be shown that

$$
d x_{1} d x_{2} \cdots d x_{0}=R^{4} d R d R^{\prime} d R^{\prime \prime} d \theta d \theta^{\prime} d \theta^{\prime \prime}
$$

Also, the quantities in (3.8-4) are

$$
\begin{gathered}
x_{1}^{2}+x_{4}^{2}=R^{2} \quad x_{1} x_{3}+x_{4} x_{6}=R R^{\prime \prime}-R^{2} \theta^{\prime \prime} \\
x_{1} x_{2}-x_{1} x_{5}=R^{2} \theta^{\prime} \quad x_{2}^{2}+x_{6}^{2}=R^{\prime 2}+R^{2} \theta^{\prime 2} \\
x_{2} x_{4}-x_{6} x_{6}=R R^{\prime \prime} \theta^{\prime}-2 R^{\prime 2} \theta^{\prime}-R^{\prime} R \theta^{\prime \prime}-R^{2} \theta^{\prime 2} \\
x_{2}^{2}+x_{6}^{2}=R^{\prime \prime 2}-2 R R^{\prime \prime} \theta^{\prime 2}+4 R^{\prime 2} \theta^{\prime 2}+4 R R^{\prime} \theta^{\prime} \theta^{\prime \prime} \\
\quad+R^{3} \theta^{4}+R^{2} \theta^{\prime \prime 2}
\end{gathered}
$$

The expression for $p\left(R, 0, R^{\prime \prime}\right)$ is obtained when we set these values of the $x$ 's in (3.8-4) and integrate the resulting probability density over the ranges of $\theta, \theta^{\prime}, \theta^{\prime \prime}$ :

$$
\begin{align*}
p\left(R, 0, R^{\prime \prime}\right)= & \frac{R^{3}}{8 \pi^{3} B} \int_{0}^{2 r} d \theta \int_{-\infty}^{+\infty} d \theta^{\prime} \int_{-\infty}^{+\infty} d \theta^{\prime \prime}  \tag{3.8-5}\\
\exp -\frac{1}{2 B^{2}}\left[B_{0} R^{2}+2 B_{1} R^{2} \theta^{\prime}-\right. & 2 B_{2}\left(R R^{\prime \prime}-R^{2} \theta^{\prime 2}\right) \\
& +B_{22} R^{2} \theta^{\prime 2}-2 B_{3} R \theta^{\prime}\left(R^{\prime \prime}-R \theta^{\prime 2}\right) \\
& \left.+B_{4}\left(R^{\prime \prime 2}-2 R R^{\prime \prime} \theta^{\prime 2}+R^{2} \theta^{4}+R^{2} \theta^{\prime \prime 2}\right)\right]
\end{align*}
$$

The integrations with respect to $\theta$ and $\theta^{\prime \prime}$ may be performed at once leaving $p\left(R, 0, R^{\prime \prime}\right)$ expressed as a single integral which, unfortunately, appears to be difficult to handle. For this reason we assume that $w(f)$ is symmetrical about the mid-band frequency $f_{m}$. From (3.8-2), $b_{1}$ and $b_{3}$ are zero and from (3.8-3), $B_{1}$ and $B_{3}$ are zero.

With this assumption (3.8-5) yields

$$
\begin{equation*}
p\left(R, 0, R^{\prime \prime}\right)=R^{2}(2 \pi)^{-3 / 2} \beta_{d}^{-1 / 2} \int_{-\infty}^{+\infty} d \theta^{i} \tag{3.8-6}
\end{equation*}
$$

$\exp -\frac{1}{2 B^{2}}\left[B_{0} R^{2}+R\left(\left[B_{22}+2 B_{2}\right] R \theta^{\prime 2}-2 B_{2} R^{\prime \prime}\right)+B_{1}\left(R^{\prime \prime}-R \theta^{\prime 2}\right)^{2}\right]$
The probability that a maximum occurs in the elementary rectangle $d R$ $d t$ is, from (3.8-1), $p(t, R) d R d t$ where

$$
\begin{equation*}
p(t, R)=-\int_{-\infty}^{0} p\left(R, 0, R^{\prime \prime}\right) R^{\prime \prime} d R^{\prime \prime} \tag{3.8-7}
\end{equation*}
$$

We put (3.8-6) in this expression and make the following change of variables.

$$
\begin{align*}
& x=\frac{B_{4}^{1 / 2}}{\sqrt{2} B} R \theta^{\prime 2}, \quad y=-\frac{B_{4}^{1 / 2}}{\sqrt{2} B} R^{\prime \prime} \\
& z=-\frac{B_{2}}{\sqrt{2 B_{4} B}} R=\frac{b_{8}^{2}}{\sqrt{2 B_{4}}} R  \tag{3.8-8}\\
& b=-\frac{\left(B_{2}+2 B_{2}\right)}{2 B b_{2}^{2}}=\left[\frac{3}{2}-\frac{b_{0} b_{4}}{2 b_{2}^{2}}\right]=\frac{1}{2}\left(3-a^{2}\right) \\
& a^{2}=\frac{B_{0}}{2 B^{2}} \frac{2 B_{4}}{b_{3}^{4}}=\frac{b_{0} b_{4}}{b_{2}^{2}}
\end{align*}
$$

where we have used the expressions for the $B$ 's obtained by setting $b_{1}$ and $b_{8}$ to zero in (3.8-3). Thus

$$
\begin{gather*}
p(t, R)=\frac{4}{b_{0} b_{\mathbf{2}}^{4}}\left(\frac{B z}{2 \pi}\right)^{2 / 2} \int_{0}^{\infty} y d y \int_{0}^{\infty} x^{-1 / 2} d x  \tag{3.8-9}\\
\exp \left[-a^{2} z^{2}+2 b z x+2 z y-(x+y)^{2}\right]
\end{gather*}
$$

As was to be expected, this expression shows that $p(t, R)$ is independent of $t$.
A series for $p(t, R)$ may be obtained by expanding $\exp 2 z(y+b x)$ and then integrating termwise. We use

$$
\int_{0}^{\infty} d y \int_{9}^{\infty} d x x^{\mu} y^{\gamma} e^{-(x+y)^{s}}=\frac{\sqrt{\pi}}{2^{\mu+\gamma+2}} \frac{\Gamma(\gamma+1) \Gamma(\mu+1)}{\Gamma\left(\frac{\mu+\gamma+3}{2}\right)}
$$

which may be evaluated by setting

$$
x=\rho^{2} \cos ^{2} \varphi, \quad y=\rho^{2} \sin ^{2} \varphi
$$

The double integral in (3.8-9) becomes

$$
\begin{aligned}
& e^{-a_{s} s} \sqrt{\frac{\pi}{2} \sum_{n=0}^{\infty} \frac{(2 z)^{n}}{n!} \cdot \sum_{m=0}^{n} \frac{n!b^{m}}{m!(n-m)!} \quad \Gamma\left(m+\frac{1}{2}\right) \Gamma(n-m+2)} \begin{array}{l}
2^{n+2} \mathrm{\Gamma}\left(\begin{array}{l}
n \\
2
\end{array}+\frac{7}{4}\right)
\end{array} \\
& =\pi 2^{-5 / 2} \sum_{n=0}^{\infty} \frac{z^{n} e^{-a^{2} s^{2}}}{\Gamma\left(\frac{n}{2}+\frac{7}{4}\right)} A_{n}
\end{aligned}
$$

where $A_{0}=1$ and

$$
\begin{align*}
& A_{n}=\sum_{m=0}^{n} \frac{\left(\frac{1}{2}\right)\left(\frac{9}{2}\right) \cdots\left(m-\frac{1}{2}\right)}{m!}(n-m+1) b^{m}, \quad 0<n  \tag{3.8-10}\\
& A_{n} \sim(n+1)(1-b)^{-1 / 2}-\frac{b}{2}(1-b)^{-8 / 2}, \quad n \text { large }
\end{align*}
$$

The term corresponding to $m=0$ in $(3.8 \cdot 10)$ is $n+1$.
We thus obtain

$$
\begin{align*}
p(l, R) & =\frac{e^{-a^{1, s^{2}}}}{4 b_{n} b_{2}^{4}} \frac{(B z)^{3 / 2}}{\sqrt{\pi}} \cdot \sum_{n=0}^{\infty} \frac{z^{n}}{\Gamma\left(\frac{n}{2}+\frac{7}{4}\right)} A_{n}  \tag{3.8-11}\\
& =\frac{e^{-a^{2,2}}}{4 \sqrt{\pi}}=\frac{b_{2}^{1 / 2}}{b_{0}}\left(a^{2}-1\right)^{3 / 2} z^{8 / 2} \sum_{n=0}^{\infty} \frac{\varepsilon^{n} A_{n}}{\Gamma\left(\frac{n}{2}+\frac{7}{4}\right)}
\end{align*}
$$

We are interested in the expected number, $N$, of maxima per second. From the similar work for $I$, it follows that $N$ is the coefficient of $d t$ when (3.8-1) is integrated with respect to $R$ from 0 to $\infty$. Thus from (3.8-7) and

$$
\begin{aligned}
d R & =\sqrt{2} \bar{B}_{4} b_{2}^{-2} d z=\left(2 b_{0} B\right)^{1 / 2} b_{2}^{-8 / 2} d z \\
& =\left[2 b_{0}\left(a^{2}-1\right)\right]^{1 / 2} d z
\end{aligned}
$$

we find

$$
\begin{align*}
N & =\int_{0}^{\infty} p(t, R) d R \\
& =\frac{\left(a^{2}-1\right)^{2}}{(2 a)^{5 / 2}}\left(\frac{b_{2}}{\pi b_{0}}\right)^{1 / 2} \sum_{n=0}^{\infty} \frac{\Gamma\left(\frac{n}{2}+\frac{5}{4}\right)}{\Gamma\left(\frac{n}{2}+\frac{7}{4}\right)} A_{n} a^{\frac{n}{n}} \tag{3.8-12}
\end{align*}
$$

Equations (3.8-11) and (3.8-12) have been derived on the assumption that $w(f)$ is symmetrical about $f_{m}$, i.e. the band pass filter attenuation is
symmetrical about the mid-hand frequency. We now go a step further and assume an ideal band pass filter:

$$
\begin{gather*}
w(f)=w_{0} \quad f_{a}<f<f_{b} \\
w(f)=0 \quad \text { otherwise }  \tag{3.8-13}\\
2 f_{m}=f_{a}+f_{b}
\end{gather*}
$$

Putting these in (3.8-2) we obtain zero for $b_{1}$ and $b_{7}$ and also

$$
\begin{aligned}
& b_{n}=u_{n}\left(f_{b}-f_{a}\right)=\psi_{0} \\
& b_{2}=\frac{\pi^{2} w_{0}}{3}\left(f_{b}-f_{a}\right)^{2} \\
& b_{4}=\frac{\pi^{4} w_{0}}{5}\left(f_{0}-f_{a}\right)^{6} \\
& a^{2}=\frac{\mathrm{o}}{\mathrm{o}} \\
& b=\frac{1}{3}\left(3-a^{2}\right)=\frac{3}{8} \\
& R=\left[2 b_{0}\left(a^{2}-1\right)\right]^{1 / 2} g=\left[\frac{\delta_{0}}{} \psi_{0}\right]^{1 / 3} s \\
& \left(\frac{b_{2}}{\pi b_{0}}\right)^{1 / 2}=\left[\frac{\pi}{3}\right]^{1 / 8}\left(f_{b}-f_{0}\right), \quad a^{2} z^{2}=\frac{9 R^{2}}{8 \psi_{0}} \\
& \begin{array}{llll}
n & A_{n} & n & A_{n} \\
0 & 1 & 4 & 6.775 \\
1 & 2.3 & 5 & 8.333 \\
2 & 3.735 & 6 & 9.9002 \\
3 & 5.238 & 7 & 11.4736
\end{array}
\end{aligned}
$$

From (3.8-12) we find that the expected number of maxima per second of the envelope is

$$
\begin{equation*}
N=.64110\left(f_{b}-f_{a}\right) \tag{3.8-15}
\end{equation*}
$$

assuming an ideal band pass filter.
The distribution of the maxima of $R$ for an ideal band pass filter may be obtained by placing the results of (3.8-14) in (3.8-11). This gives

$$
\begin{aligned}
p(t, R) d R= & \frac{d R\left(f_{b}-f_{0}\right)}{4} \sqrt{\frac{\pi}{3}\left(\frac{4 \pi}{5}\right)^{s / 2} e^{-a a_{s},}} \\
& \sum_{n=0}^{\infty} \frac{8^{n} A_{n}}{\Gamma\left(\frac{n}{2}+\frac{7}{4}\right)}
\end{aligned}
$$

It is convenient to define $y$ as the ratio

$$
y=\frac{R}{\text { r.m.s. } I(\bar{l})}=\frac{R}{\psi_{0}^{1 / 2}}=\left(\frac{8}{\delta}\right)^{1 / 2} z
$$

where $R$ is understood to correspond to a maximum of the envelope. Since the value of $R$ corresponding to a maximum of the envelope selected at random is a random variable, $y$ is also a random variable. Its probability density is $p_{B}(y)$, where

$$
\dot{p}_{R}(y) d y=\frac{p(t, R) d R}{0.64110\left(f_{b}-f_{a}\right)}
$$

$p_{R}(y)$ has been computed and is plotted as a function of $y$ in Fig. 3.


Fig. 3-Distribution of maxima of envelope of noise current. Noise through ideal bandpass filter.
$\frac{p_{\mu}(y)}{\sqrt{\psi_{0}}} d R=$ probability that a maximum of $R$ selected at random lies between $R$ and $R+d \boldsymbol{R}$.

The distribution function $P\left(R_{\max }<y \sqrt{\psi_{0}}\right)$ defined by

$$
P\left(R_{1 \text { inain }}<y \sqrt{\nu_{0}}\right)=\int_{0}^{y} p_{R}(y) d y
$$

and which gives the probability that a maximum of the envelope selected at random is less than a specified value $y \sqrt{\psi_{0}}=R$, is plotted in Fig. 4 together with other curves of the same nature.

When $y$ is large, say greater than 2.5 ,

$$
\begin{gathered}
\left.p_{R}(y) \sim \frac{\sqrt{\frac{\pi}{6}}}{.64110}: y^{2}-1\right) e^{-y^{2 / 2}} \\
P\left(R_{\operatorname{mex}}<y \sqrt{\psi_{0}}\right) \sim 1-\frac{\sqrt{\frac{\pi}{6}}}{.64110} y e^{-v^{2 / 2}}
\end{gathered}
$$



Fig. 4-Distribution of maxima
$A=P\left(I<y \sqrt{\psi_{0}}\right)=$ probsbility of $I$ being less than $y \sqrt{\psi_{0}}$. Similarly $C=P(R<$ $\left.y \sqrt{\psi_{0}}\right)$.
$B=P\left(I \max <y \sqrt{\psi_{0}}\right)=$ probability of random maximum of $I$ being less than $y \sqrt{\psi_{0}}$. Similarly $D=P\left(R \max <y \sqrt{\psi_{0}}\right)$.

The asymptotic expression for $p_{R}(y)$ may be obtained from the integral (3.8-9) for $p(t, R)$. Indeed, replacing the variables of integration $x, y$ in (3.89) by

$$
\begin{aligned}
& x^{\prime}=x \\
& y^{\prime}=x+y
\end{aligned}
$$

integrating a portion of the $y^{\prime}$ integral by parts, and assuming $b<1$ ( $a^{2} \geq 1$, by Schwarz's inequality, so that $b \leq 1$ always) leads to

$$
p(t, R) \sim\binom{h_{0}}{2 \pi} \stackrel{t^{-R^{2} / 2 \psi_{0}}}{\psi_{0}}\left(\begin{array}{l}
R^{2} \\
\psi_{0}
\end{array}-1\right)
$$

when $R$ is large.
If, instead of an ideal band pass filter, we assume that $\boldsymbol{x}(f)$ is given by

$$
\begin{equation*}
u^{\prime}(f)=\frac{1}{\sigma \sqrt{ } 2 \pi} e^{-\left(f-f_{m}\right)^{2 / 2 \sigma}}, \quad f_{m} \gg \sigma \tag{3.8-16}
\end{equation*}
$$

we find that

$$
\begin{aligned}
b_{3} & =1 \\
b_{2} & =4 \pi^{2} \sigma^{2} \\
b_{1} & =16 \pi^{4} \cdot 3 \sigma^{4} \\
a^{2} & =3, b=0 \\
A_{n} & =(n+1)
\end{aligned}
$$

Some rough work indicates that the surn of the series in (3.8-12) is near 3.97. This gives the expected number of maxima of the cnvelope as

$$
\begin{equation*}
N=2.52 \sigma \tag{3.8-17}
\end{equation*}
$$

per second.
The pass band is determined by $\sigma$. It appears difficult to compare this with an ideal band pass filter. If we use the fact that the filter given by

$$
w(f)=w_{0} \exp \left[-\pi\binom{f-f_{m}}{f_{b}-f_{a}}^{2}\right]
$$

passes the same average amount of power as does an ideal band pass filter whose pass band is $f_{b}-f_{a}$, we have

$$
f_{b}-f_{a}=\sigma \sqrt{2 \pi}
$$

and the expression for $N$ becomes $1.006\left(f_{b}-f_{n}\right)$.

### 3.9 Energy Fiuctuation

Some information regarding the statistical behavior of the random variable

$$
\begin{equation*}
E=\int_{1_{1}}^{1_{1}+\tau} I^{2}(t) d t \tag{3.9-1}
\end{equation*}
$$

where $\bar{I}(t)$ is a noise current and $t_{1}$ is chosen at random, has been given in a recent articie. ${ }^{85}$ Here we study this behavior from a somewhat different point of view.

If we agrec to use the representations (2.8-1) or (2.8-6) we may write, as in the paper, the random variable $E$ as

$$
\begin{equation*}
E=\int_{-T / 2}^{T / 2} I^{2}(t) d t \tag{3.9-2}
\end{equation*}
$$

where the randomness on the right is due either to the $a_{n}$ 's and $b_{n}$ 's if (2.8-1) is used or to the $\varphi_{n}$ 's if $(2.8-6)$ is used.

The average valuc of $E$ is $m_{T}$ where, from (3.1-2),

$$
\begin{align*}
E=m_{T} & =\int_{-\bar{T} / 2}^{T / 2} \overline{I^{2}(t)} d t=\int_{T / 2}^{T / 2} \psi(0) d t=T \psi_{0} \\
& =T \int_{0}^{\infty} w(f) d f \tag{3.9-3}
\end{align*}
$$

The second moment of $E$ is

$$
\begin{equation*}
\overline{E^{2}}=\int_{T / 2}^{T / 2} d t_{1} \int_{-T / 2}^{T / 2} d t_{2} \overline{I^{2}\left(l_{1}\right) I^{2}\left(l_{2}\right)} \tag{3.9-4}
\end{equation*}
$$

If, for the time being, we set $t_{2}$ equal to $t_{1}+\tau$, it is seen from section 3.2 that we have an expression for the probability density of $I\left(\ell_{1}\right)$ and $I\left(\ell_{1}+\tau\right)$ and hence we may obtain the required average:

$$
\begin{align*}
& \overline{I_{1}^{2} I_{2}^{2}}=\frac{1}{2 \pi A} \int_{-\infty}^{+\infty} d I_{1} \int_{-\infty}^{+\infty} d I_{2} I_{1}^{2} I_{2}^{2} \exp \\
&\left(-\frac{1}{2 A^{2}}\left(\psi_{0} I_{1}^{2}+\psi_{0} I_{3}^{2}-2 \psi_{r} I_{1} I_{2}\right)\right)  \tag{3.9-5}\\
& A^{2}=\psi_{0}^{2}-\psi_{r}^{2}, \quad I_{1}=I\left(t_{1}\right), \quad I_{2}=I\left(t_{1}+\tau\right)=I\left(t_{2}\right)
\end{align*}
$$

The integral may be evaluated by (3.5-6) when we set

$$
\begin{gather*}
I_{1}=A x \sqrt{\frac{2}{\psi_{0}}}, \quad I_{2}=A y \sqrt{\frac{2}{\psi_{0}}} \\
\psi_{r}=-\psi_{0} \cos \varphi  \tag{3.9-6}\\
A=\psi_{0} \sin \varphi
\end{gather*}
$$

a "Filtered Thermal Noise-Fluctuation of Energy as a Function of Interval Length", Jowf. Acous. Soc. Am., 14 (1943), 216-227.

Thus

$$
\begin{align*}
\overline{I_{1}^{2} I_{2}^{2}} & =\psi_{0}^{2}\left(1+2 \cos ^{2} \varphi\right) \\
& =\psi_{0}^{2}+2 \psi_{\mathrm{r}}^{2} \tag{3.9-7}
\end{align*}
$$

Incidentally, this gives an expression for the correlation function of $I^{2}(l)$. Replacing $\tau$ by its value of $t_{2}-t_{1}$ and returning to (3.9-4),

$$
\begin{equation*}
\overline{E^{2}}=T^{2} \psi_{\mathrm{B}}^{2}+2 \int_{-/ / 2}^{\tau / 2} d t_{1} \int_{T / 2}^{T / 2} d t_{2} \psi^{2}\left(h_{2}-t_{1}\right) \tag{3.98}
\end{equation*}
$$

When we introduce $\sigma_{r}$, the standard deviation of $E$, and use

$$
\sigma_{T}^{2}=\overline{E^{2}}-m_{T}^{2}
$$

we obtain

$$
\begin{aligned}
\sigma_{T}^{2}=\overline{(E-E)^{2}} & =2 \int_{T / 2}^{T / 2} d l_{1} L_{T / 2}^{T / 2} d t_{2} \psi^{2}\left(l_{2}-t_{1}\right) \\
& =4 \int_{0}^{T}(T-x) \psi^{2}(x) d x
\end{aligned}
$$

where the second line may be obtained from the first either by changing the variables of integration, as in (3.9-27), or by the method used below in dealing with $\overline{E^{\mathbf{3}}}$. I am indebted to Prof. Kact for pointing out the advantage obtained by reducing the double integral to a single integral. It should be noted that the limits of integration - $T / 2, T / 2$ in the double integral may be replaced by $0, T$ by making the change of variable $t=t^{\prime}-T / 2$ for hoth $t_{1}$ and $t_{2}$.

When we use

$$
\begin{equation*}
\psi(\tau)=\int_{0}^{\infty} w(f) \cos 2 \pi f \tau d f \tag{2.1-6}
\end{equation*}
$$

we obtain the result stated in the paper, namely,

$$
\begin{align*}
\sigma_{T}^{2}=\int_{0}^{\infty} w\left(f_{1}\right) d f_{1} \int_{0}^{\infty} w\left(f_{2}\right) d f_{2} & {\left[\frac{\sin ^{2} \pi\left(f_{1}+f_{2}\right) T}{\pi^{2}\left(f_{1}+f_{2}\right)^{2}}\right.}  \tag{3.9-9}\\
& \left.+\frac{\sin ^{2} \pi\left(f_{1}-f_{2}\right) T}{\pi^{2}\left(f_{1}-f_{2}\right)^{2}}\right]
\end{align*}
$$

If this formula is applied to a relatively narrow band-pass filter and if $T\left(f_{b}-f_{a}\right) \gg 1$ the contribution of the $f_{1}+f_{2}$ term may be neglected and we have the approximation

$$
\begin{align*}
\sigma_{T}^{2}= & \int_{f_{0}}^{f_{n}} w_{0} d f_{1} \int_{-\infty}^{+\infty} w_{0} d f_{2} \frac{\sin ^{2} \pi\left(f_{1}-f_{2}\right) T}{\pi^{2}\left(f_{1}-f_{2}\right)^{2}} \\
& =w_{0}^{2} T\left(f_{b}-f_{a}\right)  \tag{3.9-10}\\
& =w_{0} m_{T}
\end{align*}
$$

where, from (3.9-3)

$$
\begin{equation*}
m_{T}=u_{0} T\left(f_{b}-f_{0}\right) \tag{3.9-11}
\end{equation*}
$$

The third moment $f^{3}$ may be computed in the same way. However, in this case it pays to introduce the characteristic function for the distribution of $I\left(t_{1}\right), I\left(t_{2}\right), I\left(t_{3}\right.$. Since this distribution is normal its characteristic function is

Average exp $\left\{i z_{1} I_{1}+i z_{2} I_{2}+i z_{3} I_{3}\right\}$

$$
\begin{align*}
& =\exp -\left[\frac{t_{0}}{2}\left(z_{1}^{2}+z_{2}^{2}+z_{\mathrm{a}}^{2}\right)+\psi\left(t_{2}-t_{1}\right) z_{1} z_{2}\right.  \tag{3.9-12}\\
& \\
& \left.+\psi\left(t_{3}-t_{1}\right) z_{1} z_{3}+\psi\left(t_{3}-t_{2}\right) z_{2} z_{3}\right]
\end{align*}
$$

From the definition of the characteristic function it follows that

$$
\begin{aligned}
I_{1}^{2} I_{2}^{2} I_{3}^{2}= & - \text { coeff. of } \frac{z_{1}^{2} z_{2}^{2} z_{3}^{2}}{2!212!} \text { in ch. f. } \\
= & \psi_{0}^{8}+2 \psi_{0}\left(\psi_{21}^{2}+\psi_{31}^{2}+\psi_{32}^{2}\right) \\
& +8 \psi_{21} \psi_{31} \psi_{32}
\end{aligned}
$$

where we have written $\psi_{21}$ for $\psi\left(t_{2}-t_{1}\right)$, etc. When (3.9-13) is multiplied by $d t_{1} d t_{2} d t_{3}$, the variables integrated from 0 to $T$, and the atove double integral expression for $\sigma_{7}^{2}$ used, we find

$$
(!-t)^{3}=2!2^{2} \int_{0}^{T} d t_{1} \int_{0}^{T} d t_{2} \int_{0}^{r} d t_{3} \psi_{21} \psi_{d 1} \psi_{33}
$$

Denoting the triple integral on the right by $J$ and differentiating,

$$
\begin{aligned}
d J & =3 \int_{0}^{T} d t_{1} \int_{0}^{T} d t_{2} \psi\left(t_{2}-t_{1}\right) \psi\left(T-t_{1}\right) \psi\left(T-t_{2}\right) \\
& =3 \int_{0}^{T} d x \int_{0}^{T} d y \psi(x-y) \psi(x) \psi(y) \\
& =6 \int_{0}^{T} d x \int_{0}^{T} d y \psi(x-y) \psi(x) \psi(y)
\end{aligned}
$$

In going from the lirst line to the second $t_{1}$ and $t_{2}$ were replaced by $T-x$ and $T-y$, respectively. In going from the second to the third use was made of the relations symbolized by

$$
\begin{aligned}
\int_{0}^{T} d x \int_{0}^{T} d y & =\int_{0}^{T} d x \int_{0}^{x} d y+\int_{0}^{T} d x \int_{x}^{T} d y \\
& =\int_{0}^{T} d x \int_{0}^{T} d y+\int_{0}^{T} d y \int_{0}^{y} d x
\end{aligned}
$$

and of the fact that the integrand is symmetrical in $x$ and $y$. Integrating $d J / d T$ with respect to $T$ from 0 to $T_{1}$, using the formula

$$
\int_{0}^{T_{1}} d T \int_{0}^{T} f(x) d x=\int_{0}^{T_{1}}\left(T_{1}-x\right) f(x) d x
$$

noting that $J$ is zero when $T$ is zero, and dropping the subscript on $T_{1}$ finally gives

$$
(E-E)^{\dot{s}}=48 \int_{0}^{T} d x \int_{0}^{x} d y(T-x) \psi(x) \psi(y) \psi(x-y)
$$

$\overline{E^{1}}$ may be treated in a similar way. It is found that

$$
\overline{(E-\bar{E})^{d}}-\overline{3(E-\bar{E})^{2}}=3!2^{3} \int_{0}^{T} d t_{1} \int_{0}^{T} d t_{2} \int_{0}^{T} d t_{3} \int_{0}^{T} d t_{1} \psi_{21} \psi_{31} \psi_{42} \psi_{43}
$$

which may be reduced to the sum of two triple integrals. It is interesting to note that the expression on the left is the fourth semi-invariant of the random variable $E$ and gives us a measure of the peakedness of the distribution (kurtosis). Likewise, the second and third moments about the mean are the second and third semi-invariants of $E$. This suggests that possibly the higher semi-invariants may also be expressed as similar multiple integrals.

So far, in this section, we have been speaking of the statistical constants of $E$. The determination of an exact expression for the probability density of $E$, in which $T$ occurs as a parameter, seems to be quite difficult.

When $T$ is very small $E$ is approximately $I^{2}(t) T$. The probability that $E$ lies in $d E$ is the probability that the current lies in $-I,-I-d I$ plus the probability that the current lies in $I, I+d I$ :

$$
\begin{equation*}
\frac{2 d I}{\sqrt{ } 2 \pi \psi_{0}} \exp -\frac{I^{2}}{2 \psi_{0}}=\left(2 \pi \psi_{0} E T\right)^{-1 / 2} \exp -\frac{E}{2 \psi_{0} T} d E \tag{3.9-14}
\end{equation*}
$$

where $E$ is positive,

$$
I=\binom{E}{T}^{1 / 2}, \quad d I=\frac{1}{2}(E T)^{-1 / 2} d E
$$

and $T$ is assumed to be so small that $I(t)$ does not change appreciably during an interval of length $T$.

When $T$ is very large we may divide it into a number of intervals, say $n$, each of length $T / n$. Let $E_{r}$ be the contribution of the $r$ th interval. The energy $E$ for the entire interval is then

$$
E=E_{1}+E_{2}+\cdots+E_{n}
$$

If the sub-intervals are large enough the $E_{r}$ 's are substantially independent random variables. If in addition $n$ is large enough $E$ is distributed nor-
mally, approximately. Hence when $T$ is very large the probability that $E$ lies in $d E$ is

$$
\begin{gather*}
d E  \tag{3.9-15}\\
\sigma_{T} \sqrt{2 \pi} \exp -\frac{\left(F-m_{r}\right)^{2}}{2 \sigma_{T}^{2}} .
\end{gather*}
$$

where

$$
\begin{align*}
& m_{T}=T \int_{0}^{\infty} w(f) d f \\
& \sigma_{T}^{2}=T \int_{0}^{\infty} w^{2}(f) d f \tag{3.9-16}
\end{align*}
$$

the second relation being obtained by letting $T \rightarrow \infty$ in (3.9-9). The analogy with Campbell's theorem, section 1.2, is evident. When we deal with a band pass filter we may use (3.9-10) and (3.9-11).

Consider a relatively narrow band pass filter such that we may find a $T$ for which $T f_{a} \gg 2 \pi$ but $T\left(f_{b}-f_{a}\right) \ll .64$. Thus several cycles of frequency $f_{a}$ are contained in $T$ but, from (3.8-15), the envelope does not change appreciably during this interval. Thus throughout this interval $I(t)$ may be considered to be a sine wave of amplitude $R$. The corresponding value of $E$ is approximately

$$
E=T \frac{R^{2}}{2}
$$

where the distribution of the envelope $R$ is given by (3.7-10). From this it follows that the probability of $E$ lying in $d E$ is

$$
\begin{equation*}
\frac{d E}{\psi_{0} T} \exp -\frac{E}{\psi_{0} T}=\frac{d E}{m_{T}} e^{-B / m T} \tag{3.9-17}
\end{equation*}
$$

when $E$ is small but not too small.
When we look at (3.9-14) and (3.9-17) we observe that they are of the form

$$
\begin{equation*}
\frac{a^{n+1} E^{5}}{\Gamma(n+1)} e^{-a E} d E \tag{3.9-18}
\end{equation*}
$$

Moreover, the normal law (3.9-15), may be obtained from this by letting $n$ become large. This suggests that an approximate expression for the distribution of $E$ is given by (3.9-18) when $a$ and $n$ are selected so as to give the values of $m_{r}$ and $\sigma_{\tau}$ obtained from (3.9-3) and (3.9-9). This gives

$$
a=\begin{align*}
& m_{T}  \tag{3.9-19}\\
& \sigma_{T}^{8}
\end{align*}, \quad n+1=\frac{m_{T}^{2}}{\sigma_{T}^{2}}
$$

and if we drop the subscript $T$ and substitute the value of $a$ in (3.9-18) we get

An idea of how this distribution behaves may be obtained from the following table:

| $n$ | $T\left(f_{n}-f_{a}\right)$ | $x_{.23}$ | $x .40$ | $x$; | $\mathrm{x}_{8} 6$ | $x$ 7s |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | $r$ \% | $x$ |
| 0 | 0 | . 29 | . 695 | 1.39 | . 415 | 2.00 |
| 1 | 1.45 | . 96 | 1.68 | 2.64 | . 572 | 1.60 |
| 2 | 2.4 | 1.73 | 2.67 | 3.94 | . 647 | 1.47 |
| 3 | 3.4 | 2.54 | 3.67 | 5.12 | (6) 2 | 1.3) |
| 5 | 5.4 | 4.22 | 5.67 | 7.42 | . 744 | 1.31 |
| 10 | 10.5 | 8.63 | 10.67 | 13.02 | . K 08 | 1.22 |
| 24 | 25 | 21.47 | 24.67 | 28.17 | .870 | 1.14 |
| 48 | 50 | 44.1 | 48.7 | 53.3 | . 905 | 1.10 |

where $n$ is the exponent in (3.9-20). The column $T\left(f_{0}-f_{0}\right)$ hodds only for a narrow band jass filter and was ohtained by reading the curve $y_{A}$ in Fig .1 of the above mentioned paper. The figures in this column are not very accurate. The next threc columns give the points which divide the distribution into four intervals of equal probability:

$$
\begin{aligned}
& x_{.25}=\frac{m E_{.2 b}}{\sigma^{2}}, \quad E_{.25}=\text { energy exceeded } 75 \% \% \text { of time } \\
& x_{.50}=\frac{m E_{.50}}{\sigma^{2}}, \quad E_{.60}=\text { encrgy exceeded } 50 \% \text { of time } \\
& x_{.76}=\frac{m E_{.7 b}}{\sigma^{2}}, \quad E .76=\text { energy exceeded } 25 \% \text { of time }
\end{aligned}
$$

The values in these columns were oltained from l'earson's table of the incomplete gamma function. The last two columns show how the distribution clusters around the average value as the normal law is approached.

For the larger values of $n$ we expected the normal law (3.9-15) to be approached. Since, for this law the 25,50 , and 75 per cent points are at $m \cdots .675 \sigma, m$, and $m+.675 \sigma$ we have to a first appoximation

$$
\begin{align*}
& x_{. b)}=\frac{m^{2}}{\sigma^{2}}=(n+1)=T\left(f_{b}-f_{a}\right) \\
& x_{.86}={ }_{\sigma^{2}}^{m}(m-.675 \sigma)=x_{.50}-.675 \sqrt{x_{.11}}  \tag{3.9-21}\\
& x_{.76}=x_{.60}+.675 \sqrt{x_{.50}}
\end{align*}
$$

This agrees with the table.

Thicde ${ }^{\text {sa }}$ has studied the mean square value of the fluctuations of the integral

$$
\begin{equation*}
\Lambda(t)=\int_{\infty}^{t} I^{2}(\tau) e^{-\alpha(t-r)} d \tau \tag{3.9-22}
\end{equation*}
$$

The reading of a hot wire ammeter through which a current $I$ is passing is proportional to $1(t) . \alpha$ is a constant of the meter. Here we study $\boldsymbol{A}(t)$ by


Fig. 5*- Filtered thermal noise-spread of energy fluctuation
$E=\int_{I_{1}}^{t_{1}+r} I^{2}(t) d t, \quad t_{1}$ random, $\quad I$ is noise current.
$y_{1}=E_{.76} / E_{60}, y_{2}=E_{23} / E_{60}$.
$f_{b}-f_{o}=$ biand width of filter.
first ohtaining its correlation function. This method of approach enables us to extend Thiede's results

The distributed portion of the power spectrum of $A(t)$ is given by (3.930). When the power spectrum $w(f)$ of $I(t)$ is zero except over the band $f_{a}<f<f_{0}$ where it is $w_{0}$, the power spectrum of $A(t)$ is

$$
\frac{2 w_{0}^{2}\left(f_{b}-f_{o}-f\right)}{a^{2}+4 \pi^{2} f^{2}} \quad \text { for } \quad 0<f<f_{b}-f_{a}
$$

and is zero from $f_{b}-f_{a}$ up $t$ (1) $2 f_{a}$. The spectrum from $2 f_{a}$ to $2 f_{b}$ is not zero, and may be obtained from (3.9 34). The mean square fluctuation of $A(t)$ is given, in the general case, by (3.9-28) and ( $3.9-32$ ). For the band pass case, when $\left(f_{b}-f_{a}\right) / \alpha$ is large,

$$
\text { r.m.s. }{ }^{A(l)-\pi}{ }^{\Lambda}=\left[\begin{array}{c}
\alpha \\
2\left(f_{b}-f_{a}\right)
\end{array}\right]^{1 / 2}
$$

[^17]We start by setting $\tau=t-u$ which transforms the integral for $A(t)$ into

$$
\begin{equation*}
A(t)=\int_{0}^{\infty} I^{2}(t-a) e^{-a u} d t \tag{3.9-23}
\end{equation*}
$$

In order to obtain the correlation function $\Psi(\tau)$ for $.1(t)$ we multiply $.1(t)$ by.$l(t+\tau)$ and average over all the possible currents

$$
\begin{aligned}
\Psi(\tau) & =\bar{A}(t) A(t+\tau) \\
& =\int_{0}^{\infty} c^{-a u} d u \int_{0}^{\infty} c^{-a r} d e \text { ave. } I^{2}(l-u) I^{2}(t+\tau-\tau)
\end{aligned}
$$

Just as in (3.9-4) the average in the integrand is the correlation function of $I^{2}(t)$, the argument being $t+\tau-i-t+u=\tau+u-v$. From (3.9 i) it is seen that this is

$$
\psi_{0}^{2}+2 \psi^{2}(\tau+u-\imath)
$$

where $\psi(\tau)$ is the correlation function of $I(t)$. Hence

$$
\begin{equation*}
\Psi(\tau)=\frac{\psi_{0}^{2}}{\alpha^{2}}+2 \int_{0}^{\infty} d u \int_{0}^{\infty} d v e^{-a u \cdot a v} \psi^{2}(\tau+u-q) \tag{3.9-24}
\end{equation*}
$$

From the integral (3.9-23) for $.1(t)$ it is seen that the average value of $A(l)$ is

$$
\begin{equation*}
\bar{A}=\frac{\overrightarrow{I^{2}}}{\alpha}=\frac{\psi_{0}}{\alpha} \tag{3.9-25}
\end{equation*}
$$

where we have used

$$
\psi_{0}=\psi(0)=\int_{0}^{\infty} u^{\prime}(f) d f=\bar{l}^{2}
$$

Using this result again, only this time applying it to $.1(t)$, gives

$$
\begin{align*}
\overline{A^{2}(t)} & =\Psi(0) \\
& =A^{2}+2 \int_{0}^{\infty} d u \int_{0}^{\infty} d v e^{-a u-a v} \psi^{2}(u-v) \tag{3.9-26}
\end{align*}
$$

The double integrals may be transformed by means of the change of variable $u+v=x, u-v=y$. Then (3.9-24) becomes

$$
\begin{align*}
\Psi(\tau) & =A^{z}+\left[\int_{0}^{\infty} d y \int_{\nu}^{\infty} d x+\int_{\infty}^{0} d y \int_{\nu}^{\infty} d x\right] e^{-a x} \psi^{2}(\tau+y)  \tag{3.9-27}\\
& =A^{2}+\frac{1}{\alpha} \int_{0}^{\infty} e^{-a \nu}\left[\psi^{2}(\tau+y)+\psi^{2}(\tau-y)\right] d y
\end{align*}
$$

When we make use of the fact that $\phi(y)$ is an even function of $y$ we see, fronit (3.9-26), that the mean square fluctuation of $A(i)$ is

$$
\begin{equation*}
\overline{(A(l)-\bar{A})^{2}}=\overline{A^{2}(b)}-A^{2}=\frac{2}{a} \int_{0}^{\infty} e^{-\alpha_{y}} \psi^{2}(y) d y \tag{3.9-28}
\end{equation*}
$$

$\Psi(\tau)$ may be expressed in terms of integrals involving the power spertrim $w(f)$ of $I(t)$. The work starts with ( 3.924 ) and is much the same as in going from (3.9-8) to (3.9-9). The result is

$$
\begin{aligned}
& \Psi(\tau)=A^{*}+\int_{0}^{\infty} d f_{1} \int_{0}^{\infty} d f_{2} w\left(f_{1}\right) w\left(f_{2}\right) \\
& {\left[\frac{\cos 2 \pi\left(f_{1}+f_{2}\right) \tau}{\alpha^{2}+\left[2 \pi\left(f_{1}+f_{2}\right)\right]^{2}}+\frac{\cos 2 \pi\left(f_{1}-f_{3}\right) \tau}{a^{2}+\left[2 \pi\left(f_{2}-f_{2}\right)\right)^{2}}\right] }
\end{aligned}
$$

It is convenient to define $w(-f)$ for negative frequencies to be equal to qu( $f$ ). The integration with respect to $f_{2}$ may then be taken from $-\infty$ to $+\infty$ and we get

$$
\begin{equation*}
\Psi(t)=A^{2}+\int_{0}^{\infty} d f_{1} \int_{-\infty}^{+\infty} d f_{2} w\left(f_{1}\right) w\left(f_{2}\right) \frac{\cos 2 \pi\left(f_{1}-f_{2}\right) \tau}{\alpha^{2}+\left[2 \pi\left(f_{1}-f_{2}\right)\right]^{2}} \tag{3.9-29}
\end{equation*}
$$

The power spectrum $W(f)$ of $A(t)$ may be obtained by integrating $\Psi(\tau)$ :

$$
W(f)=4 \int_{0}^{\infty} \Psi(\tau) \cos 2 \pi f \tau d \tau
$$

Let us concern ourselves with the fluctuating portion $A(t)-\bar{A}$ of $A(t)$. Its power spectrum $W_{0}(f)$ is

$$
W_{c}(f)=4 \int_{0}^{\infty}\left(\Psi(\tau)-A^{2}\right) \cos 2 \pi f \tau d \tau
$$

The integration is simplified by using Fourier's integral formula in the form

$$
\int_{0}^{\infty} d \tau \int_{-\infty}^{+\infty} d f_{2} F\left(f_{2}\right) \cos 2 \pi\left(u-f_{2}\right) \tau=\frac{1}{3} F(u)
$$

We get

$$
\begin{align*}
W_{c}(f) & =\frac{1}{\alpha^{2}+4 \pi^{2} f^{2}} \int_{0}^{\infty} d f_{1}\left[w\left(f_{1}\right) w\left(f+f_{1}\right)+w\left(f_{1}\right) w\left(-f+f_{1}\right)\right] \\
& =\frac{1}{\alpha^{2}+4 \pi^{2} f^{2}} \int_{\infty}^{+\infty} w\left(f_{1}\right) w\left(f-f_{1}\right) d f_{1} \tag{3.9-30}
\end{align*}
$$

The simplicity of this result suggests that a simpler derivation may be found. If we attempt to use the result

$$
\begin{equation*}
\bar{w}(f)=\operatorname{Limit}_{T \rightarrow \infty} \frac{\overline{2|S(f)|^{2}}}{T} \tag{2.5-3}
\end{equation*}
$$

where $S(f)$ is given by (2.1-2) we find that we need the result

$$
\begin{align*}
& \operatorname{Limit}_{\Gamma \rightarrow=\mathrm{a}} \frac{2}{T} \int_{\mathrm{a}}^{T} d t_{1} \int_{0}^{T} d!_{9} e^{2 \pi i f\left(l_{x}-t_{1}\right)} I^{2}\left(t_{1}\right) I^{2}\left(t_{2}\right) \\
&-\int_{-\infty}^{+\infty} w\left(f_{1}\right) w\left(f-f_{1}\right) d f_{1} \tag{3.9-3i}
\end{align*}
$$

where $f>0$ and $I(t)$ is a noise current with $w(f)$ as its power spectrum. This may be proved by using (3.9-7) and

$$
8 \int_{0}^{\infty} \psi^{2}(r) \cos 2 \pi f \tau d \tau=\int_{-\infty}^{+\infty} w(x) w(f-x) d x
$$

which is given by equation ( $4 \mathrm{C}^{-6}$ ) in Appendix 4 C .
An expression for the mean square fluctuation of $A(t)$ in terms of $w(f)$ may be obtained by setting $\tau$ equal to zero in (3.9-29)

$$
\begin{align*}
(A(t)-\dot{A})^{2} & =\dot{\Psi}(0)-\Lambda^{2} \\
& =\int_{0}^{\infty} d f_{1} \int_{-\infty}^{+\infty} d f_{2} \frac{w\left(f_{1}\right) w\left(f_{2}\right)}{\alpha^{2}+4 \pi^{2}\left(f_{1}-f_{2}\right)^{2}} \tag{3.9-32}
\end{align*}
$$

The same result may be obtained by integrating $W_{c}(f)$, (3.9-30), from 0 to $\infty$ :

$$
\begin{equation*}
\int_{0}^{\infty} \frac{d f}{\alpha^{2}+4 \pi^{2} f^{2}} \int_{-\infty}^{+\infty} d f_{1} w\left(f_{1}\right) w\left(f-f_{1}\right) \tag{3.9-33}
\end{equation*}
$$

Although this differs in appearance from (3.9-32) it may be transformed into that expression by making use of $w(-f)=w(f)$.

Suppose that $I(t)$ is the current through an ideal band pass filter so that $w(f)$ is zero except in the band $f_{a}<f<f_{b}$ where it is $w_{0}$. Then, if $3 f_{a}>f_{b}$,

$$
\begin{gather*}
A=\frac{w_{0}}{\alpha}\left(f_{b}-f_{a}\right)  \tag{3.9-34}\\
\int_{-\infty}^{+\infty} w(x) w(f-x) d x= \begin{cases}2 w_{0}^{2}\left(f_{b}-f_{a}-f\right) & 0<f \leq f_{b}-f_{a} \\
w_{0}^{2}\left(f-2 f_{a}\right) & 2 f_{a} \leq f \leq f_{b}+f_{a} \\
w_{0}^{2}\left(2 f_{b}-f\right) & f_{b}+f_{u} \leq f \leq 2 f_{b}\end{cases}
\end{gather*}
$$

and is zero outside these ranges. The power spectrum $W_{c}(f)$ may be obtained immediately from (3.9-30) by dividing these values by $\alpha^{2}+4 \pi^{2} f^{2}$.

From (3.9-33)

$$
\left.\begin{array}{rl}
\overline{(A(t)}-\bar{A})^{2}= & 2 w_{0}^{2}
\end{array} \int_{0}^{f_{b}-f_{a}} \frac{\left(f_{b}-f_{a}-f\right) d f}{\alpha^{2}+4 \pi^{2} f^{2}}\right)
$$

If an exact answer is desired the integrations may be performed. When we assume that $f_{b}-f_{a} \ll f_{b}+f_{a}$ we may obtain approximations for the last two integrals.

$$
\begin{aligned}
\overline{(A(l)-A)^{2}}= & w_{0}^{2}\left[\begin{array}{c}
f_{b}-f_{a} \tan ^{-1} 2 \pi\left(f_{b}-f_{a}\right) \\
\pi \alpha \\
\alpha
\end{array}\right. \\
& \left.-\frac{1}{4 \pi^{2}} \operatorname{tog} \frac{\alpha^{2}+4 \pi^{2}\left(f_{b}-f_{a}\right)^{2}}{\alpha^{2}}+\frac{\left(f_{b}-f_{a}\right)^{2}}{\alpha^{2}+4 \pi^{2}\left(f_{b}+f_{n}\right)^{2}}\right]
\end{aligned}
$$

Furthermore, if $2 \pi\left(f_{b}-f_{a}\right) / \alpha$ is large we have

$$
\overline{(A(t)-\bar{A})^{2}}=w_{0}^{2} f_{b}-f_{a}
$$

and the relative r.m.s. fluctuation is

$$
\text { r.m.s. of }\left[\frac{(A(l)-\bar{A})}{A}\right]=\left[\begin{array}{c}
\alpha \\
2\left(f_{b}-f_{a}\right)
\end{array}\right]^{1: 2}
$$

This result may also be obtained from (3.9-10) and (3.9-11) by assuming $\alpha$ so small that the integral for $A(t)$ may be broken into a great many integrals each extending over an interval $T . \alpha T$ is assumed so small that $e^{-a / 4}$ is substantially constant over each interval.

### 3.10 Distribution of Noise Plus Sine Wave

Suppose we have a steady sinusoidal current

$$
\begin{equation*}
I_{p}=I_{p}(t)=P \cos \left(\omega_{p} t-\varphi_{p}\right) \tag{3.10-1}
\end{equation*}
$$

We pick times $t_{1}, t_{2}, \cdots$ at random and note the corresponding values of the current. How are these values distributed? Picking the times at random in (3.10-1) is the same, statistically, as holding $t$ constant and picking the phase angles $\varphi_{p}$ at random from the range 0 to $2 \pi$. If $I_{D}$ be regarded as a random variable defined by the random variable $\varphi_{p}$, its characteristic function is

$$
\text { ave. } \begin{align*}
e^{i s / p} & =\frac{1}{2 \pi} \int_{0}^{2 \pi} e^{i / P \cos \left(\omega_{p} t-\varphi\right) d \varphi}  \tag{3.10-2}\\
& =J_{\mathrm{c}}\left(P_{z}\right)
\end{align*}
$$

and its probability density is

$$
\frac{1}{2 \pi} \int_{-\infty}^{+\infty} e^{-i z t_{p}} J_{0}(P z) d z=\left\{\begin{array}{cl}
\frac{1}{\pi}\left(P^{2}-I_{p}^{2}\right)^{-1 / 2} & \left|I_{\mathrm{p}}\right|<P  \tag{3.10-3}\\
0 & \left|I_{p}\right|>P
\end{array}\right.
$$

In this case it is simpler to obtain the probability density directly from (3.10-1) instead of from the characteristic function.

Now suppose that we have a noise current $I_{N}$ plus a sine wave. By combining our representation $(2.86)$ for $I_{N}$ with the idea of $f_{p}$ being random mentioned above we are led to the representation

$$
\begin{align*}
I(t) & =I=I_{p}+I_{N} \\
& =P \cos \left(\omega_{p} t-\varphi_{p}\right)+\sum_{1}^{\prime \prime} c_{n} \cos \left(\omega_{n} t-\varphi_{n}\right)  \tag{3.10-4}\\
c_{n}^{2} & =2 w\left(f_{n}\right) \Delta f
\end{align*}
$$

where $\varphi_{n}$ and $\varphi_{1}, \cdots p_{n}$ are indepement random angles.
If we note $I$ at the ranclom times $t_{1}, t_{2} \ldots$ how are the observed values distributed? Since $I_{p}$ and $I_{N}$ may be regariled as independent random variables and since the characteristic function for the sum of two such variables is the profluct of their characteristic functions we have from (3.1-6) and (3.10-2)

$$
\text { avc. } \begin{align*}
e^{i \pi i} & =\text { ave. } e^{i \pi i j_{p} i j n j} \\
& =J_{0}\left(I^{\prime} \varepsilon\right) \exp \binom{-\psi_{0} z^{2}}{2} \tag{3.10-5}
\end{align*}
$$

which gives the characteristic function of $I$. The probability density of $I$ is ${ }^{37}$

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{-\infty}^{+\infty} e^{-i i!\left(\psi_{u} z^{2} i 2\right)} J_{0}(P z) d z=\frac{1}{\pi \sqrt{ } 2 \pi \psi_{0}} \int_{9}^{\pi} e^{\left(t r \cos \theta 1 / i \gamma_{0}\right.} d \theta \tag{3.10-6}
\end{equation*}
$$

In the same way the two-dimensional probability density of ( $I_{1}, I_{2}$ ), where $I_{1}=I(t)$ is a sine wave plus noise (3.10-4) and $I_{2}=I(t+r)$ is its value at a constant interval $\tau$ later, may be shown to be

$$
\frac{\left(\psi_{0}^{2}-\psi_{r}^{2}\right)^{-1 / 2}}{2 \pi} \int_{0}^{2 \pi} d \theta \exp \left[\begin{array}{c}
B(\theta)  \tag{3.10-7}\\
2\left(\psi_{0}^{2}-\psi_{t}^{2}\right)
\end{array}\right]
$$

where

$$
\begin{aligned}
B(\theta)=\psi_{0}\left[\left(I_{1}-P \cos \theta\right)^{2}+\right. & \left.\left(I_{2}-P \cos \left(\theta+\omega_{p} \tau\right)\right)^{2}\right] \\
& -2 \psi_{r}\left(I_{1}-P \cos \theta\right)\left(I_{2}-P \cos \left(\theta+\omega_{p} \tau\right)\right)
\end{aligned}
$$

The characteristic function for $I_{1}$ and $I_{2}$ is
ave. $e^{i u I_{1}+i v I_{2}}=J_{0}\left(P \sqrt{u^{2}+v^{2}+2 u v \cos \omega_{p} T}\right)$

$$
\begin{equation*}
\times \exp \left[-\frac{\psi_{0}}{2}\left(u^{2}+v^{2}\right)-\psi_{\mathrm{r}} u v\right] \tag{3.10-8}
\end{equation*}
$$

[^18]Sometimes the distribution of the envelope of

$$
\begin{equation*}
I=P \cos p t+I_{N} \tag{3.10-9}
\end{equation*}
$$

is of interest. Here we have replaced $\omega_{p}$ by $p$ and have set $\varphi_{D}$ to zero. By the envelope we mean $R(t)$ given by

$$
\begin{equation*}
R^{2}(t)=R^{2}=\left(P+I_{c}\right)^{2}+I_{0}^{2} \tag{3.10-10}
\end{equation*}
$$

where $I_{s}$ is the component of $I_{N}$ "in phase" with $\cos p t$ and $I_{s}$ is the component "in phase" with sin pt:

$$
\begin{aligned}
& I_{0}=\sum c_{n} \cos \left[\left(\omega_{n}-p\right) t-\varphi_{n}\right] \\
& I_{s}=\sum c_{n} \sin \left[\left(\omega_{n}-p\right) t-\varphi_{n}\right] \\
& I_{N}=I_{c} \cos p t-I_{t} \sin p t \\
& \overline{I_{N}^{2}}=\overline{I_{c}^{2}}=\overline{I_{a}^{2}}=\psi_{0}
\end{aligned}
$$

Since $I_{c}$ and $I_{z}$ are distributed normally about zero with a variance of $\psi_{0}$, the probability densities of the variables

$$
\begin{aligned}
& x=P+I_{0} \\
& y=I_{0}
\end{aligned}
$$

are

$$
\begin{aligned}
& \left(2 \pi \psi_{0}\right)^{-1 / 2} \exp -\frac{(x-P)^{2}}{2 \psi_{0}} \\
& \left(2 \pi \psi_{0}\right)^{-1 / 2} \exp -\frac{y^{2}}{2 \psi_{0}}
\end{aligned}
$$

respectively. Setting

$$
\begin{aligned}
& x=R \cos \theta \\
& y=R \sin \theta
\end{aligned}
$$

and using these distributions shows that the probability of a point $(x, y)$ lying in the ring $R, R+d R$ is

$$
\begin{align*}
\frac{R d R}{2 \pi \psi_{0}} \int_{0}^{2 r} \exp \left[-\frac{1}{2 \psi_{0}}\left(R^{2}\right.\right. & \left.\left.+P^{2}-2 R P \cos \theta\right)\right] d \theta \\
& =\frac{R d R}{\psi_{0}} \exp \left[-\frac{R^{2}+P^{2}}{2 \psi_{0}}\right] I_{0}\left(\frac{R P}{\psi_{0}}\right) \tag{3.10-11}
\end{align*}
$$

where $I_{0}$ is the Bessel function with imaginary argument.

$$
I_{0}(z)=\sum_{n=0}^{\infty} \frac{8^{2 n}}{2^{2 n} n!n!}
$$

and is a tabulated function. Thus ( $\mathbf{3} \mathbf{3} 1011$ ) gives the probabitity density of the envelope $R$.

The average value of $R^{n}$ may be obtained by maltiplying (3.10 11) by $R^{n}$ and integrating from 0 to $r$. Wyansion of the Bessel function and termwise integration gives

$$
\left.\begin{array}{rl}
\overline{R^{n}}=\left(2 \psi_{0}\right)^{n / 2} \Gamma\left(\frac{n}{2}\right. & +1) e^{-p^{2}: \psi_{0}}{ }_{1} F_{1}\left(\begin{array}{l}
n \\
2
\end{array}+1 ; 1 ; \frac{P^{2}}{2 \psi_{0}}\right) \\
& =\left(2 \psi_{0}\right)^{n / 2} \mathrm{\Gamma}\left(\begin{array}{c}
n \\
2
\end{array}+1\right){ }_{1} F_{1}\left(\begin{array}{c}
n \\
2
\end{array} 1 ;-\frac{P^{2}}{2}+\psi_{0}\right. \tag{3.10-12}
\end{array}\right)
$$

where ${ }_{1} F_{1}$ is a hypergeometric function. ${ }^{88}$ In going from the first line to the second we have used Kummer's first transformation of this function. A special case is

$$
\begin{equation*}
R^{2}=P^{2}+2 \psi_{0} \tag{3.10-13}
\end{equation*}
$$

When only noise is present, $P=0$ and

$$
\begin{align*}
& \bar{R}=\left(2 \psi_{0}\right)^{1 / 2} \Gamma\left(\frac{3}{2}\right)=\left(\frac{\psi_{0} \pi}{2}\right)^{1 / 2}  \tag{3.10-14}\\
& \overline{R^{2}}=2 \psi_{0}
\end{align*}
$$

Before going further with (3.10-11) it is convenient to make the following change of notation

$$
v=\begin{gather*}
R  \tag{3.10-15}\\
\psi_{0}^{1 / 2},
\end{gathered} \quad d v=\frac{d R}{\psi_{0}^{1 / 2}}, \quad a=\begin{gathered}
P \\
\psi_{0}^{1 / 2}
\end{gather*}
$$

" $a$ " is the ratio (sine wave amplitude)/(r.m.s. noise current).
Instead of the random variable $R$ we now have the random variable $\eta$ whose probability density is

$$
\begin{equation*}
p(v)=v \exp \left[\frac{v^{2}+a^{2}}{2}\right] I_{0}(a v) \tag{3.10-16}
\end{equation*}
$$

Curves of $p(v)$ versus $v$ are plotted in lig. 6 for the values $0,1,2,3,5$ of $a$. Curves showing the probability that $v$ is less than a stated amount, i.e., distribution curves for $v$, are given in Fig. 7. These curves were obtained by integrating $p(v)$ numerically. The following useful expression for this probability has been given by $\mathbf{W}$. R. Bennett in some unpublished work.

$$
\begin{equation*}
\int_{0}^{0} p(u) d u=\exp \left[-\frac{v^{2}+a^{2}}{2}\right] \sum_{n=1}^{\infty}\left(\frac{v}{a}\right)^{n} I_{n}(a v) \tag{3.10-17}
\end{equation*}
$$

[^19]This is obtained by integration by paris using

$$
\int u^{n} I_{n-1}(a u) d u=u^{n} I_{n}(a u) / a
$$

When $a=\gg 1$ but $1 \ll a-y$, Bennett has shown that ( $\mathbf{3 . 1 0 - 1 7 )}$ leads to

$$
\begin{array}{r}
\int_{0}^{v} p(u) d u=\binom{v}{2 \pi a}^{1 / 2} a-v \exp \left[\begin{array}{c}
-v-a)^{2} \\
2
\end{array}\right]  \tag{3.10-18}\\
\left(1 \cdots \frac{3(a+v)^{2}-4 v^{2}}{8 a v(a-v)^{2}} \cdots\right)
\end{array}
$$
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This formula may also be obtained by putting the asymptotic expansion (3.10-19) for $p(v)$ in (3.10-17), integrating by parts twice, and neglecting higher order terms.

When av becomes large we may replace $I_{0}(a v)$ by its asymptotic expression. The expression for $p(v)$ is then

$$
\begin{equation*}
p(v) \sim\left(1+\frac{1}{8 a v}\right)\binom{v}{2 \pi a}^{1 / 2} \exp \left[-\frac{(v-a)^{2}}{2}\right] \tag{3.10-19}
\end{equation*}
$$

Thus when either $a$ becomes large or $\tau$ is far out on the tail of the probability density curve, the distribution behaves like a normal law. In terms of the original quantities, the normal law has an average of $P$ and a standard deviation of $\psi_{0}^{1 / 2}$. This standard deviation is the same as the standard deviation
of the instantaneous values of $I_{N}$. When $a v \gg 1$ and $a \gg|v-a|$ we may expand the cofficient of the exponential term in (3.10-19) in powers of
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$(v-a) / a$. Integrating this expansion termwise gives, when terms of magnitude less than $a^{-3}$ are neglected,

$$
\begin{aligned}
& \int_{0}^{v} p(u) d u=\frac{1}{2}+\frac{1}{2} \operatorname{erf} \sqrt{2} \\
& -\frac{1}{2 a \sqrt{2 \pi}}=\left[1-\stackrel{r-a}{4 a}+\begin{array}{c}
1+(v-a)^{2} \\
8 a^{2}
\end{array}\right] \exp \left[-(z-a)^{2}\right]
\end{aligned}
$$

When I consists of two sine waves plus noise

$$
\begin{equation*}
I=P \cos p t+Q \sin q t+I_{N} \tag{3.10-20}
\end{equation*}
$$

where the radian frequencies $p$ and $q$ are incommensurable, the probability density of the envelope $R$ is

$$
\begin{equation*}
R \int_{0}^{\infty} r J_{0}(R r) J_{0}(P r) J_{0}(O r) e^{-\psi_{0} r^{2} / 2} d r \tag{3.10-21}
\end{equation*}
$$

where $\psi_{0}$ is $\overline{I_{N}^{2}}$. When $Q$ is zero the integral may be evaluated to give (3.10-11). When both $P$ and $Q$ are zero the probability density for $R$ when only noise is present is obtained. If there are three sine waves instead of two then another Bessel function must be placed in the integrand, and so on. To define $R$ it is convenient to think of the moise as being confined to a relatively narrow band and the frequencies of the sine waves lying within, or close to, this band. As in equations (3.7-2) to (3.7-4), we refer ail terms to a representative mid-band frequency $f_{m}=\omega_{m} / 2 \pi$ by using equations of the type

$$
\begin{aligned}
\cos p t & =\cos \left[\left(p-\omega_{m}\right) t+\omega_{m} t\right] \\
& =\cos \left(p-\omega_{m}\right) t \cos \omega_{m} t-\sin \left(p-\omega_{m}\right) t \sin \omega_{m} t .
\end{aligned}
$$

In this way we obtain

$$
\begin{equation*}
V=A \cos \omega_{m} t-B \sin \omega_{m} t=R \cos \left(\omega_{m} t+\theta\right) \tag{3.10-22}
\end{equation*}
$$

where $A$ and $B$ are relatively slowly varying functions of $t$ given by $A=P \cos \left(p-\omega_{m}\right) t+Q \cos \left(g-\omega_{m}\right) t$

$$
\begin{equation*}
+\sum_{n} c_{n} \cos \left(\omega_{n} t-\omega_{m} t-\varphi_{n}\right) \tag{3.10-23}
\end{equation*}
$$

$B=P \sin \left(p-\omega_{m}\right) t+Q \sin \left(q-\omega_{m}\right) t$

$$
+\sum_{n} c_{n} \sin \left(\omega_{n} t-\omega_{m} t-\varphi_{n}\right)
$$

and

$$
\begin{gather*}
R^{2}=A^{2}+B^{2}, \quad R>0  \tag{3.10-24}\\
\tan \theta=B / A
\end{gather*}
$$

As might be expected, ( $3.10-21$ ) is closely associated with the problem of random flights and may be obtained from Kluyver's result ${ }^{39}$ by assuming ${ }^{38}$ G. N. Watson, "Theory of Bessel Functions" (Cambridge, 1022), p. 420.
the noise to correspond to a very large number of very small random displacements.
Another way of deriving (3.10-21) is to assume ( $\left.p-\omega_{m}\right) l,\left(q-\omega_{m}\right) t$, $\varphi_{1}, \varphi_{2}, \cdots$ are independent random angles. The characteristic function of $A, B$ is

$$
\text { ave. } e^{i u A+i v B}=J_{0}\left(P \sqrt{u^{2}+v^{2}}\right) J_{0}\left(Q \sqrt{u^{2}}+v^{2}\right) e^{-\left(\psi_{0} / 2\right)\left(u^{2}+v^{2}\right)}
$$

The probability density of $A, B$ is

$$
\left(\frac{1}{2 \pi}\right)^{2} \int_{-\infty}^{+\infty} d u \int_{-\infty}^{+\infty} d v e^{-i u A-i v B} \text { ave. } e^{i u A+i v B}
$$

When the change of variables

$$
\begin{array}{ll}
A=R \cos \theta & u=r \cos \varphi \\
B=R \sin \theta & y=r \sin \varphi
\end{array}
$$

is made the integration with respect to $\varphi$ may be performed. The double integral becomes

$$
\frac{1}{2 \pi} \int_{9}^{\infty} r J_{0}(P r) J_{0}(Q r) J_{0}(R r) e^{-\left(\psi_{0}(2) r^{2}\right.} d r
$$

This leads directly to (3.10-21) when we observe that $d A d B=R d R d \theta$.
Incidentally, if

$$
I=Q(1+k \cos p t) \cos q t+I_{N}
$$

in which $p \ll q$, similar considerations show that the probability density of $R$ is

$$
\left.\frac{R}{2 \pi} \int_{0}^{2 r} d \alpha \int_{0}^{\infty} r J_{0}(R r) J d Q r(1+k \cos \alpha)\right] e^{-\left(\psi_{0} / 2\right) r^{2}} d r
$$

when $\omega_{m}$ is taken to be $q$. The integration with respect to $r$ may be performed. This relation is closely connected with (3.10-11).
Returning now to the case in which $I$ is the sum of two sine waves plus noise, we may show from (3.10-21) and

$$
\int_{0}^{\infty} R^{n+1} J_{0}(R r) d R=\frac{2^{n+1} \Gamma\left(1+\frac{n}{2}\right)}{r^{n+2} \Gamma\left(-\frac{n}{2}\right)}
$$

that the average value of $R^{n}$ is, when $-2<r e(n)<-\frac{3}{2}$,

$$
\begin{align*}
& \overrightarrow{R^{n}}=\frac{2^{n \cdot r 1} \Gamma\left(1+\frac{n}{2}\right)}{\Gamma\left(-\frac{n}{2}\right)} \int_{0}^{\infty} r^{-n-1} J_{0}\left(P_{r}\right) I_{0}(0 r) e^{-\psi_{0} r^{x / 2}} d r \\
&\left.=\left(2 \psi_{0}\right)^{n / 2} \Gamma\left(\begin{array}{l}
n \\
2
\end{array}+1\right) \sum_{k=0}^{\infty} \sum_{m=0}^{\infty} \frac{(-n}{2}\right)_{k+m}(-x)^{k}(-y)^{m}  \tag{3.10-25}\\
& k!k!m!m! \\
&\left.=\left(2 \psi_{0}\right)^{n+1} \Gamma\left(\frac{n}{2}+1\right) \sum_{k=0}^{\infty} \frac{(-n}{2}\right)_{k}(v-x)^{k} \\
& k!k!
\end{align*} P_{k}\binom{x+y}{x-y}
$$

It appears very probable that this result could be extended, by analytic continuation, to positive integes values of $n$. We have used the notation

$$
\begin{gather*}
(\alpha)_{0}=1, \quad(\alpha)_{t}=\alpha(\alpha+1) \cdots(\alpha+\dot{k}-i) \\
x=\frac{P^{2}}{2 \psi_{u}}, \quad y=\frac{Q^{2}}{2 \psi_{0}} \tag{3.10-26}
\end{gather*}
$$

and have denoted the Legendre polynomial by $P_{k}(s)$. The series converge for all values of $P, Q$, and $\psi_{0}$ and terminate when $n$ is an even positive integer.

When $x$ or $y$, or both, are large in comparison with unity we may use the integral for $\overline{R^{n}}$ to oldain the asymptotic expansion, assuming $Q<P$ so that $y<x$,

$$
\begin{equation*}
\overline{R^{n}} \sim P^{n} \sum_{k=0}^{\infty} \frac{\left(-\frac{n}{2}\right)_{k}\left(-\frac{n}{2}\right)_{s}}{k!x^{k}} F_{1}\left(k-\frac{n}{2}, k-\frac{n}{2} ; 1 ; \frac{y}{x}\right) \tag{3.10-27}
\end{equation*}
$$

When $n$ is an even positive integer this series terminates and gives the same expression as ( $3.10-25$ ). Wher $1 n$ is an odd integer the ${ }_{2} F_{1}$ may be expressed in terms of the complete ellipetic functions $E$ and $K$ of modulus $y^{1 / 2} x^{-1 / 2}$ :

$$
\begin{align*}
& { }_{2} F_{1}\left(-\frac{1}{2},-\frac{1}{2} ; 1 ; \frac{y}{x}\right)=\frac{4}{\pi} E-\frac{2}{\pi}\left(1-\frac{y}{x}\right) K \\
& { }_{2} F_{1}\left(\frac{1}{2}, \frac{1}{2} ; 1 ; \frac{y}{x}\right)=\frac{2}{\pi} K \tag{3.10-28}
\end{align*}
$$

The higher terms may be com puted from

$$
\begin{array}{r}
a(1-z)_{2}^{2} F_{1}(a+1, a+1 ; 1 ; z)=(2 a-1)(1+z)_{2} F_{1}(a, a ; 1 ; z) \\
H(1-a)_{2} F_{1}(a-1, a-1 ; 1 ; z) \tag{3.10-29}
\end{array}
$$

which is a special case of

$$
\begin{align*}
a b(\gamma+1)(1-z)_{2}^{2} F_{1}(a+1, b+1 ; c ; z)= & A_{2} F_{1}(a, b ; c ; z) \\
& -(\gamma-1)(c-a)(c-b)_{2} F_{1}(a-1, b-1 ; c ; z) \tag{3.10-30}
\end{align*}
$$

where $\gamma=c-a-b$ and
$A=\left(\gamma^{2}-11 \gamma+(1-z)[(\gamma-1)(c-b)(b-1)+(\gamma+1) a(c-a-1)]\right.$
Although this expression does not show it, $A$ is really symmetrical in $a$ and $b$. $A$ symmetrical form may be obtained by uning the expression obtained by putting $z=0$ in (3.10-30).

### 3.11 Shot Epfect Representation

In most of the work in this part the representations (2.8-1) or (2.8-6) have been used at a starting piont. Here we point out that the shot effect roprescmation ased !n! !art ! may aloo ho used as a starting point.

For example, suppose we wish to find the two dimensional distribution of $I(t)$ and $I(t+r$ discussed in Section 3.2. This is a spectal ase of the distribution of the two variables

$$
\begin{align*}
& I(t)=\sum_{t=-\infty}^{+\infty} F\left(t-t_{k}\right) \\
& J(t)=\sum_{k=-\infty}^{+\infty} G\left(t-t_{k}\right) \tag{3.11-1}
\end{align*}
$$

where we now assume

$$
\begin{equation*}
\int_{-\infty}^{+\infty} F(l) d t=\int_{-\infty}^{+\infty} G(t) d t=0 \tag{3.112}
\end{equation*}
$$

in order that the average values of $I$ and $J$ may be zero. In fact, to get $I(t+\tau)$ from $J(I)$ we set $(\xi(t)$ equal $t \mathrm{o} F(t+\tau)$.

The distribution of $I$ and $J$ may be obtained in much the same manner as was the distribution of $I$ alone in section 1.4. The charasteristic function of the distribution is

$$
\begin{align*}
f(u, t) & =\operatorname{ave} \cdot e^{3 u t+i v J} \\
& =\exp \nu \int_{-\infty}^{+\infty}\left[e^{i u v(t)+i v(i(t)}-1\right] d t \tag{3.11-3}
\end{align*}
$$

where $\nu$ is the expected number of events (electron arrivals in the shot effect) per second. The probability density of $I$ and $J$ is

$$
\begin{equation*}
\frac{1}{4 \pi^{-}} \int_{-\infty}^{+\infty} d u \int_{-\infty}^{+\infty} d v e^{-i u i-i v s} f(u, v) \tag{3.11-4}
\end{equation*}
$$

The semi-invariants $\lambda_{n, n}$ are given by the generating function

$$
\log f(u, v)=\sum_{m, n=1}^{k} \frac{\lambda_{m, n}}{m!n!}(i u)^{m}(i v)^{n}+o\left[(i u)^{k},(i v)^{k}\right]
$$

and are

$$
\begin{equation*}
\lambda_{m, n}=\nu \int_{-\infty}^{+\infty} F^{m}(t) G^{n}(t) d t \tag{3.11-5}
\end{equation*}
$$

As $\nu \rightarrow x$ the distribution of $I$ and $J$ approaches a two dimensional normal law. The appoximation to this normal law may be obtained in much the same manner as in section 1.6. From our assumption (3.11-2) it follows that $\lambda_{10}$ and $\lambda_{01}$ are zero. From the relation between the second moments and semi-invariants $\lambda$ we have

$$
\begin{align*}
& \mu_{11}=\lambda_{20}+\lambda_{10}^{2}=\nu \int_{-\infty}^{+\infty} F^{2}(t) d t \\
& \mu_{12}=\lambda_{11}+\lambda_{10} \lambda_{01}=\nu \int_{-\infty}^{+\infty} F(t) G(t) d t  \tag{3.11-6}\\
& \mu_{22}=\lambda_{02}+\lambda_{01}^{2}=\nu \int_{-\infty}^{+\infty} G^{2}(t) d t
\end{align*}
$$

where the notation in the subscripts of the $\mu$ 's differs from that of the $\lambda$ 's, the change being made to bring it in line with sections 2.9 and 2.10 so that we may write down the normal distribution at once.

The formulas (3.11-6) are closely related to Rowland's generalization of Camplell's theorem mentioned just below equation (1.5-9).

## NoISE THROUGII NiN-LINEAR DEVICES

### 4.0 Inaroduction

We shall consider two problems which concern noise passing through detectors or other not-linear devices. The first deals with the statistical properties of the output of a non-linear device, that is, with its average value, its fluctuation about this average and so on. The second problem may be stated more definitcly: Given a non-linear device and an input consisting of noise alone, or of noise plus a signal. What is the power spectrum of the output?

There does not seem io be much pubiishci materiai on the first probiem. However, from conversation with other people, I have learned that it has been studied independently by several investigators. The same is probably true of the second problem although here the published material is some what more plentiful. This makes it difficult to assign credit where credit is due. Much of the material given here had its origin in discussions with friends, especially with W. R. Bennett, J. II. Van Vleck, and David Middleton. Help was obtained from the recent paper ${ }^{37}$ by Bennett, and also from the manuscript of a forthcoming paper by Middleton. ${ }^{.0}$

### 4.1 Low Frequency Output of a Square Law Device:

Let the output current $I$ of the device be related to the input voltage $l$ ' by

$$
\begin{equation*}
I=\alpha V^{2} \tag{4.1-1}
\end{equation*}
$$

where $\alpha$ is a constant. When the power spectrum of $V$ is comfined to a relatively narrow band, the power spectrum of $I$ consists of two portions. One portion clusters around twice the mid-band frequency of $V$ and the other around zero frequency. We are interested in the low frequency portion. The current corresponding to this portion will be denoted by If, and is the current which woyld flow if a low pass filter were inserted in the output to remove the upper portion of the spectrum. It is convenient to divide $I_{\ell} \ell$ into two components:

$$
\begin{equation*}
I_{\ell \ell}=I_{d c}+I \ell \tag{4.1-2}
\end{equation*}
$$

[^20]where the subscripts stand for "total low" frequency, "flirect current." and "low frequency," respectivels. We have
\[

$$
\begin{align*}
I_{d c} & =\text { average } I_{t} \ell=\bar{I}_{t}  \tag{4.1-3}\\
\text { Mcan Squarc } I_{\ell f} & =\text { average }\left(I_{t \ell}-I_{d c}\right)^{2}=\overline{I_{\ell \ell}^{2}}-I_{d \mathrm{n}}^{2}
\end{align*}
$$
\]

Probably the simplest methid of obtaining $I_{d r}$ is to square the given expression for $V^{\prime}$ and pick out the terms independent of time. Thus if

$$
\begin{equation*}
V^{\prime}=P \cos p t+Q \cos q t+\Gamma_{N} \tag{4.1-4}
\end{equation*}
$$

we have

$$
\begin{equation*}
I_{d c}=\alpha\left(\frac{P^{2}}{2}+\frac{Q^{3}}{2}+V_{N}^{2}\right) \tag{4.1-5}
\end{equation*}
$$

Its may also be obtained by picking out the low frequency terms. However, here we wish to use the square law device, and the linear rectifier in the next section, to illustrate a general method of dealing with the statistical properties of the output of a non-linear device when the iuput voltage is restricted to a relatively narrow band.

If none of the low frequency spectrum is removed by filters,

$$
\begin{equation*}
I_{\ell} \ell=\alpha \frac{R^{2}}{2} \tag{4.1-6}
\end{equation*}
$$

where $R$ is the envelope of $I$ '. The probability density and the statistical properties of $I_{1}$ may be derived from this relation when the distribution function of $R$ is known." Hefore discussing these properties we shall establish (4.1-6).

Equation ( $4.1-6$ ) is a special case of a more general result established in Section 4.3. However, its truth may be seen by taking the example

$$
\begin{equation*}
V=P \cos p t+\varrho \cos q d+r_{N} \tag{4.1-4}
\end{equation*}
$$

where $f_{p}=p_{i}^{\prime} 2 \pi$ and $f_{q}=q_{i} 2 \pi$ lie within, or close to, the band of the noise voltage $V_{N}$.

By using formulas of the type

$$
\begin{align*}
\cos p l & =\cos \left[\left(p-\omega_{m}\right) t+\omega_{m} t\right] \\
& =\cos \left(p-\omega_{m}\right) t \cos \omega_{m} t-\sin \left(p-\omega_{m}\right) t \sin \omega_{m} t \tag{4.1-7}
\end{align*}
$$

${ }^{4}$ When part of the low-itequency spectrum is removed, the problem becomes much more dilicult. $l_{\text {ace }}$ may be obtained as above, but to get $\overline{I_{l f}^{2}}$ it is necessary to tirst determine the power spectrum of $I$ (Section 4.5 ) and then integrate over the appropriate portion of it. Concerning the distrilution oi $I /$, our present knowledge teils us only that it lies between the one given by (4.1-6) and the normal law which it approaches when only a narrow portion of the low irentucicy spectrum is passed by the audio ireguency filter (Section 4.3).
we may refer all terms to the mid-bind frequency $f_{m}=\omega_{m} / 2 \pi$, as is done in equations (3.7.2) to (3.7.4).

In this way we obtain

$$
\begin{equation*}
r=. l \cos \omega_{m} t-b \sin \omega_{m} l=k \cos \left(\omega_{m} t+\theta\right) \tag{4.18}
\end{equation*}
$$

where 1 and $B$ are relatively slowly varying functions of $t$ given by

$$
\begin{aligned}
& A=P \cos \left(p-\omega_{n}\right) t+Q \cos \left(q-\omega_{m}\right) t+\sum_{n} c_{n} \cos \left(\omega_{n} t-\omega_{m} t-\varphi_{n}\right) \\
& B=P \sin \left(p-\omega_{m}\right) t+\left(\prime \sin \left(q-\omega_{m}\right) t+\sum_{n} \epsilon_{n} \sin \left(\omega_{n} t-\omega_{m} t-\varphi_{n}\right)\right.
\end{aligned}
$$

and

$$
\begin{align*}
& R^{2}=A^{2}+R^{2}, \quad R>0 \\
& \tan \theta=R / A
\end{align*}
$$

This definition of $R$ has also been given in equations (3.10 22, 23, 24).
The envelope of $l$ is $R$ and the output current is

$$
\begin{equation*}
I=\alpha R^{2}\left[\frac{1}{2}+\frac{1}{2} \cos \left(2 \omega_{m} t+2 \theta\right)\right] \tag{4.1-10}
\end{equation*}
$$

Since $R$ is a slowly varying function of time, so is $R^{2}$. The power spectrum of $R^{2}$ is confined to frequencies much lower than $2 f_{m}$ amd consequently the power spectrum of $R^{-2} \cos \left(2 \omega_{m} t+2 \theta\right)$ is clustered around $2 f_{m}$. Thus the only term in $I$ contributing to the low frequency output is $\alpha R^{2}, 2$ which is what we wished to show.

We now return to the statistical properties of $I_{i t}$. First, consider the case in which $V^{\prime}$ consists of novec only, $V^{\circ}=V_{N}$, st) that the probability density of the envelope $R$ is

$$
\begin{equation*}
\frac{K}{\psi_{0}} e^{-R^{2} 2 \psi_{0}} \tag{3.7-10}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi_{0}=\left[r m s V_{N}\right]^{2}=\overline{V_{V}^{2}} \tag{4.1-11}
\end{equation*}
$$

Hence

$$
\begin{align*}
I_{d c} & =\widetilde{I}_{t \ell}=\frac{\alpha R^{2}}{2} \\
& =\int_{0}^{\infty} \frac{\alpha R^{2} R}{2} \frac{\psi_{0}}{} e^{-R^{2} / i \psi_{0}} d R \\
& =\alpha \psi_{0} \\
\overline{I_{l /}^{2}}=\bar{I}_{i \rho}^{2}-I_{d o}^{2} & =\int_{0}^{\infty} \alpha^{2} R^{b} 4 \psi_{0}^{-R^{2} /: \psi_{0}} d R-I_{d c}^{2}  \tag{4.1-12}\\
& =\alpha^{\hat{i}} \psi_{0}^{2}
\end{align*}
$$

Second, consider the case in which

$$
\begin{equation*}
V^{r}=V_{N}+P \cos p t \tag{4.1-13}
\end{equation*}
$$

where $p / 2 \pi$ lies near the noise hand of $F_{z}$. The probability density of the envelope $R$ is

$$
\begin{equation*}
\frac{R}{\psi_{0}} \exp \left[-R^{2}+p^{2}\right] I_{0}\binom{R P}{\psi_{0}} \tag{3.10-11}
\end{equation*}
$$

From this and cquations (3.10-12), (3.10 13), we find

$$
\begin{gather*}
I_{d a}=\frac{\alpha \overline{R^{2}}}{2}=\alpha \psi_{0} I_{1}^{\alpha P^{2}}  \tag{4.1-14}\\
2 \\
\overline{I_{\imath}^{2}}=\frac{\alpha^{2}}{4} R^{4}=\alpha^{2}\left[2 \psi_{0}^{2}+2 P^{2} \psi_{0}+\frac{P^{4}}{4}\right]  \tag{4.1-15}\\
\overline{I_{i f}^{2}}=\overline{I_{i \ell}^{2}}-I_{d c}^{2}=\alpha^{2}\left[\psi_{0}+P^{2}\right] \psi_{0}
\end{gather*}
$$

In (4.1-14) $\psi_{0}$ is the mean square value of $V_{N}$ and $P^{2} / 2$ is the mean square value of the signal. These two equations show that $I_{d o}$ and the rms value of $I_{\ell f}$ are independent of the distribution of the noise power spectrum in $V_{N}$ as long as the input $V$ ' is confined to a relatively narrow band. In other words, although this distribution does affect the power spectrum of the output, it does not affect the d.c. and $\mathrm{rms} I_{\ell f}$ when $\psi_{0}$ and $P$ are given. That the same is also true for a large class of non-linear devices was first pointed out by Middleton (see end of Section 4.9).

When the voltage is ${ }^{42}$

$$
\begin{equation*}
V=V_{N}+P \cos p t+Q \cos q t \tag{4.1-4}
\end{equation*}
$$

$p \neq q$, we obtain from equation (3.10-25)

$$
\begin{align*}
& I_{d e}=\frac{\alpha}{2} \overline{R^{2}}=\alpha\left(\psi_{0}+\frac{P^{2}}{2}+\frac{Q^{2}}{2}\right) \\
& \bar{I}_{l l}^{2}=\frac{\alpha^{2}}{4} \overline{R^{4}}  \tag{4.1-16}\\
& \overline{I_{\ell /}^{2}}=\alpha^{2}\left[\psi_{0}^{2}+P^{2} \psi_{0}+Q^{2} \psi_{0}+\frac{P^{2} Q^{2}}{2}\right]
\end{align*}
$$

*These resuits are special cases, obtained by assuming no audio frequency filter, of formulas given by F. C. Williams, Jour. Insl. of E. E., 80 (i937), 218-226. Williams also discusses the response of a linear rectifier to (4.1-4) when $P \gg Q+V_{N}$. An account of Williams' work is given by E. B. Moullin, "Spontaneous Fluctuations of Voltage," Oxford (1938), Chap. 7.

### 4.2 Low Hrequevey Oetpiot ij a Linear Rectifier

In the case of the linear rectifier

$$
l=\left\{\begin{align*}
0, & V<0  \tag{4.2-1}\\
\alpha \mathrm{~V}, & \mathrm{l}>
\end{align*}\right.
$$

the low frequency output current, assuming no audio frequency filter, is

$$
\begin{equation*}
I_{t} t=\frac{\alpha K}{\pi} \tag{4.2-2}
\end{equation*}
$$

This formula, like its analogue (4.1-6) for the square law device, assumes that the applied signal and noise lie within a relatively narrow band. It may be used to compute the probability density and statistical properties of $I t$ when the corresponding information regarding the envelope $R$ of the applied voltage is known.

The truth of (4.2-2) may be seen by considering the output 1 . It ronsists of the positive halves of the oscillations of $\alpha V$. The envelope of $l$ is the same as that of $\alpha V$. However, the area under the loops of $I$ is only about $1 / \pi$ of the area under $\alpha R$, this being the ratio of the area under a loop of $\sin x$ to the area of a rectangle of unit height and length $2 \pi$. From the low frequency point of view these loops of $I$ merge into a current which varies as $\alpha R / \pi$.

When $V$ is a sine wave plus noise,

$$
\begin{equation*}
V=V_{N}+P \cos p t \tag{4.1-13}
\end{equation*}
$$

the average value of $I_{i t}$ is ${ }^{43}$

$$
\begin{align*}
I_{d c} & =\frac{\alpha}{\pi} \bar{R}=\alpha\left(\frac{\psi_{0}}{2 \pi}\right)^{1 / 2}{ }_{1} F_{1}\left(-\frac{1}{2} ; 1 ;-\frac{p^{2}}{2 \psi_{0}}\right) \\
& =\alpha\left(\frac{\psi_{0}}{2 \pi}\right)^{1 / 2} e^{-x / 2}\left[(1+x) I_{0}\left(\frac{x}{2}\right)+x I_{1}\left(\frac{x}{2}\right)\right] \tag{4.2-3}
\end{align*}
$$

where $I_{0}, I_{1}$ are Bessel functions of imaginary argument and

$$
\begin{equation*}
x=\frac{p^{2}}{2 \psi_{0}}=\frac{\text { ave. sine wave power }}{\text { ave. noise power }} \tag{4.2-4}
\end{equation*}
$$

[^21]$\psi_{0}$ being the average value of $\mathrm{l}_{x}^{2}$. Equation (4.2-3) follows from the formulas ( $3.10-12$ ) and ( 4 B 9 ). When $x$ is large the asymptotic expansion (4B-3) of the ${ }_{1} F_{1}$ gives
\[

$$
\begin{equation*}
I_{d c}-\frac{\alpha}{\pi}\left[P+\frac{\psi_{0}}{2 P}+\frac{\psi_{0}^{2}}{\phi P^{j}}+\cdots\right] \tag{4.2-5}
\end{equation*}
$$

\]

Similarly, the mean squate value of $I$ if is

$$
\begin{equation*}
I_{i l}^{2}=\frac{\alpha^{2}}{\pi^{2}} R^{2}=\frac{\alpha^{2}}{\pi^{2}}\left(P^{2}+2 \psi_{0}\right) \tag{4.2-6}
\end{equation*}
$$

and the mean square value of the low frequency current $I t f$, excluding the d.c., is given by

$$
\overline{I_{\ell f}^{2}}=I_{i \ell}^{\overline{2}}-I_{d e}^{2}
$$

When $x$ is large we have

$$
\begin{equation*}
\bar{I}_{\ell j}^{2} \sim \frac{\alpha^{2}}{\pi^{2}}\left[\psi_{0}-\frac{\psi_{0}^{2}}{2 P^{2}} \cdots\right]=\frac{a^{2}}{\pi^{2}} \psi_{0}\left[1-\frac{1}{4 x} \cdots\right] \tag{4.2-7}
\end{equation*}
$$

and when $x=0$,

$$
\begin{equation*}
\overline{I_{l J}^{\mathrm{q}}}=\frac{\alpha^{2}}{\pi^{2}} \psi_{0}\left(2-\frac{\pi}{2}\right) \tag{4.2-8}
\end{equation*}
$$

Curves for $I_{d c}$ are given in Figures 1,2 and 3 of Bennett's paper. He also gives curves, in Fig. 4, showing $\overline{I_{l /}^{2}}$ versus $x$. These show that the effect of the higher order modulation terms is small when $I_{f /}$ is computed by adding low frequency modulation products.

When l' consists of two sine waves plus noise,

$$
\begin{equation*}
V=V_{N}+P \cos p t+Q \cos q t \tag{4.1-4}
\end{equation*}
$$

the average value of $I_{4} \ell$ is, from (3.10-25), a sort of double ${ }_{1} F_{1}$ function:

$$
\begin{align*}
I_{d c} & =\frac{\alpha}{\pi} \overparen{R}=\alpha\left(\frac{\psi_{0}}{2 \pi}\right)^{1 / 2} \sum_{k=0}^{\infty} \sum_{m=0}^{\infty}\left(-\frac{1}{2}\right)_{k+m}(-x)^{k}(-y)^{m} \\
& =\alpha\left(\frac{\psi}{2 \pi}\right)^{1 / 2} \sum_{k=0}^{\infty}\left(-\frac{1}{2}\right)_{k}(y-x)^{k} P_{k}\binom{x+y}{x-y} \tag{4.2-9}
\end{align*}
$$

where

$$
\begin{equation*}
x=\frac{P^{2}}{2 \psi_{0}}, \quad y=\frac{Q^{2}}{2 \psi_{0}}, \quad P_{k}(z)=\text { Legendre polynomial } \tag{4.2-10}
\end{equation*}
$$

If $x$ is large and $y<x$, we have from (3.10 27) the asymptotic expression

$$
\begin{equation*}
I_{d c}-\frac{\alpha}{\pi} P \sum_{k=0}^{\infty}\left(-\frac{1}{2}\right)_{k}\left(-\frac{1}{2}\right)_{k}{ }_{2} F_{1}\left(k-\frac{1}{2}, k-\frac{1}{2} ; 1 ; \frac{v}{x}\right) \tag{4.2-11}
\end{equation*}
$$

The ${ }_{2} F_{1}$ may le expressed in terms of the complete elliptic functions $E$ and $K$ of modulus $y^{1 / 2} x^{-1 / 2}$. Thus

$$
\begin{align*}
& { }_{2} F_{1}\left(-\frac{1}{2},-\frac{1}{2} ; 1 ; \frac{y}{x}\right)=\frac{4}{\pi} E-\frac{2}{\pi}\left(1-\frac{y}{x}\right) \kappa, \\
& { }_{2} F_{1}\left(\frac{1}{2}, \frac{1}{2} ; 1 ; \frac{y}{x}\right)=\frac{2}{\pi} K^{\kappa} \tag{3.10-28}
\end{align*}
$$

and the higher terms may be computed from the recurrence relation (3.10-29). The firsi term, $k=0$, in ( $4.2 \cdot 11$ ) gives $I_{d c}$ when the noise is absent. ${ }^{34}$

The mean square value of $I_{i} \ell$ is

$$
\begin{equation*}
\overline{I_{i l}^{2}}=\frac{\alpha^{2}}{\pi^{2}} R^{2}={ }_{\pi^{2}}^{\alpha^{2}}\left[2 \psi_{0}+P^{2}+Q^{2}\right\} \tag{4.2-14}
\end{equation*}
$$

From this expression and our expression for $I_{d c}$, the rms value of the fow frequency corrent, If/ , excluding the d.c., may he computed. For example, when the noise is small,

$$
\begin{align*}
\overline{I_{/}^{\overline{7}}}-\frac{\alpha^{2}}{\pi^{2}}\left[P^{2}+Q^{2}-\right. & \left(P_{2} F_{1}\left(-1,-\frac{1}{2} ; 1 ; \frac{y}{x}\right)\right)^{2} \\
& \left.+2 \psi_{0}\left(1-{ }_{2} r_{1}\left(-\frac{1}{2},-\frac{1}{2} ; 1 ; \frac{y}{x}\right) \frac{K}{\pi}\right)\right] \tag{4.2-15}
\end{align*}
$$

The term independent of $\psi_{0}$ gives the mean square low frequency current in the absence of noise. As $\varphi$ goes $t 0$ zero ( $\mathbf{+} .215$ ) apmonarlies the learling term in (4.2-7), as it should. When $P=$ () our formula breaks down and it appears that we need the asymptotic behavior of ${ }^{\text {ts }}$

$$
I_{d c}=\alpha\left(\frac{\psi_{0}}{2 \pi}\right)^{1 / 2} \sum_{k=0}^{\infty} \underset{[k]^{4}}{\left(-\frac{1}{2}\right)_{k}(2 k)!}(-x)^{k}
$$

In view of the questionable nature of the derivation given in Section 3.10 of equations ( 4.29 ) and ( $+.2 \cdot 11$ ) it was thought that a numerical check on their equivalence would be worth while. Accordingly, the values $x=4$, $y=3$ were used in the second series of ( $\mathbf{4} 29$ ). It was found that the hargest term (about 130) in the summation occurred at $k=11$. In all, 24 terms were taken. The result obtained was

$$
\frac{\ddot{R}}{\sqrt{2 \psi_{0}}}=2.5502
$$

[^22]For the same values of $x$ and $y$ the asymptotic series (4.2-11) gave

$$
2.40+0.171+.075+0.52+\cdots
$$

If we stop just before the smallest term we get 2.57 for the sum. If we include the smallest term we get 2.65 . This agreement indicates that (4.2-11) is actually the asymptotic expansion of (4.2-9).

When the voltage is of the form

$$
V=Q(1+k \cos p t) \cos q t+V_{N}
$$

we may use

$$
\begin{align*}
\bar{R}^{n}=\left(2 \psi_{0}\right)^{n / 2} \Gamma\left(1+\frac{n}{2}\right) \frac{1}{2 \pi} & \int_{0}^{2 \pi} \\
& { }_{1} F_{1}\left[-\frac{n}{2} ; 1 ;-y(1+k \cos \theta)^{2}\right] d \theta \tag{4.2-16}
\end{align*}
$$

where $R$ is the envelope with respect to the frequency $q / 2 \pi$ and $y$ is given by ( 4.2 10). The integral may be evaluated by writing ${ }_{1} F_{1}$ as a power series and integrating termwise using the result

$$
\begin{align*}
& \frac{1}{2 \pi} \int_{0}^{2 \pi}(1+k \cos \theta)^{\prime} \cos m \theta d \theta \\
& \quad=\frac{(-\ell)_{m}}{2^{m} m!}(-k)^{m}{ }_{2} F_{1}\left[\frac{m-\ell}{2}, \frac{m-\ell+1}{2} ; m+1 ; k^{2}\right] \tag{4.2-17}
\end{align*}
$$

where $m$ is a non-negative integer, $\ell$ any number,
$(\alpha)_{m}=\alpha(\alpha+1) \cdots(\alpha+m-1)$,
$(\alpha)_{0}=1, \quad$ and
$(0)_{0}=1$.

The integral may also he evaluated in terms of the associated Legendre function.

By applying the methods of Section 3.10 to (4.2-16) we are led to

$$
\begin{align*}
& \overline{R^{2}}=Q^{2}\left(1+\begin{array}{c}
k^{2} \\
2
\end{array}\right)+2 \psi_{0} \\
& \bar{R} \sim Q \sum_{0=0}^{\infty}\left(-\frac{1}{2}\right)_{( }\left(-\frac{1}{2}\right)_{n}{ }_{2} F_{1}\left(s-\frac{1}{2}, s ; 1 ; k^{2}\right)  \tag{4.2-18}\\
& s!y^{2}
\end{align*}
$$

where the asymptotic series holds when $y$ is very large and $k$ is not too close to unity. These expressions give

$$
\begin{equation*}
\overline{I_{I /}^{2}} \sim \alpha_{\pi^{2}}^{\alpha^{2}}\left(Q_{2}^{k^{2}}+\psi_{0}\left[2-\left(1-k^{2}\right)^{-1 / 2}\right]+\cdots\right) \tag{4.2-19}
\end{equation*}
$$

The reader might be tempted to associate the coefficient of $\psi_{0}$ in (4.2 19) with the continuous portion of the outiput power spectrum. However, this would not be correct. It appears that the principal contribution of the continuous portion of the power spectrum to $\overline{\Gamma_{l /}}$ is $\alpha^{2} \psi_{0} / \pi^{2}$, just as in (4.2-7) when $k$ is zero. The difference between this and the corresponding term in ( $4.2-19$ ) seems to arise from the fact that the amplitude of the recovered signal is not exactly $\alpha Q k / \pi$ but is modified by the presence of the noise. This general type of behavior might be expected on physical grounds since changing $P$, say doubling it, in (4.2-7) does not appreciably affect the $\overline{I_{\ell f}^{2}}$ in (4.2-7) (which is duc entirely to the continuous portion of the noise spectrum). The modulating wave may be regarded as slowly making changes of this sort in $P$.

### 4.3 Some Statistical Properties of the Output of a Gfneral Non-Linear Device

Our general problem is this: Given a non-linear device whose output $I$ is related to its input $V$ by the relation

$$
\begin{equation*}
I=\frac{1}{2 \pi} \int_{c} F(i u) e^{i v u} d u \tag{4A-1}
\end{equation*}
$$

which is discussed in $A_{p p e n d i x}^{4 A}$. Let the input $V$ contain noise in addition to the signal. Choose some frequency band in the output for study. What are the statistical properties of the current flowing in this band?

It seems to be difficult to handle this general problem. However, it appears that the two following results are true.

1. As the output band is chosen narrower and narrower the statistical properties of the corresponding current approach those of the random noise current discussed in Part III (provided no signal harmonic lies within the band). In particular, the instantaneous current values are distributed normally.
2. When the input $l$ is confmed to a relatively narrow band the power spectrum of the output $I$ is clustered around the $0^{\text {th }}$ (d.c.), 1st, 2nd, etc. harmonics of the midland frequency of $I$ '. The low frequency output including the d.c. is

$$
\begin{equation*}
I_{\ell \ell}=A_{0}(R)=\frac{1}{2 \pi} \int_{\ell} F(i u) J_{0}(u R) d u \tag{4.3-11}
\end{equation*}
$$

where $R$ is the envelope of $V$.
The envelope of the $n$th harmonic of the output, when $n>0$, is

$$
\begin{equation*}
A_{n}(R)=\frac{1}{\pi} \int_{c} F(i u) J_{n}(u R) d u \tag{4.3-1}
\end{equation*}
$$

The mathematical statement is

$$
\begin{equation*}
I=\sum_{n=0}^{\infty} A_{n}(R) \cos \left(n \omega_{m} t+n \theta\right) \tag{4.3-9}
\end{equation*}
$$

where $f_{m}=\omega_{m} /(2 \pi)$ is the representative mid-band frequency of $V$ and $\theta$ is a relatively slowly varying phase angle. The results of Sections 4.1 and 4.2 are special cases of this.

Middleton's result that the noise power in each of the output bands (in the entire band corresponding to a given harmonic) depends only on $\overline{V_{N}^{2}}=$ $\psi_{0}$ and not on the spectrum of $V_{N}$, where $V_{N}$ is the noise voltage component of $V$, may also be obtained from (4.3-9). We note that the total power in the $n^{\text {th }}$ band depends only on the mean square value of its envelope $A_{n}(R)$, and that the probability density of the envelope $R$ of the input involves $\mathrm{l}_{N}^{*}$ omly through $\psi_{0}$.
The argument we shall use in discussing the first result is not very satisfactory. It runs as follows. The output current $I$ may be divided into two parts. One consists of sinusoidal terms due to the signal. The other consists of noise. We shall be concerned only with the latter which we shall call $I_{N}$. The correlation bet ween two values of $I_{N}$ separated by an interval of time approaches zero as the interval becomes large. Iet $\boldsymbol{\tau}$ be an interval long enough to ensure that the two values of $I_{N}$ are substantially independent. Choose an interval of time $T$ long enough to contain many intervals of length $r$. Expand $I_{N}$ as a Fourier series over this interval. We have

$$
\begin{align*}
& I_{n}=\frac{a_{0}}{2}+\sum_{n=1}^{\infty}\left[a_{n} \cos \underset{T}{2 \pi n t}+b_{n} \sin \begin{array}{c}
2 \pi n t \\
T
\end{array}\right]  \tag{4.3-2}\\
& a_{n}-i b_{n}=\frac{2}{T} \int_{0}^{T} e^{-i 2 \pi n t / \tau} I_{N}(l) d t
\end{align*}
$$

Let the band chosen for study be $f_{0}-\frac{\beta}{2}$ to $f_{0}+\frac{\beta}{2}$ and let

$$
\begin{equation*}
T\left(f_{0}-\frac{\beta}{2}\right)=n_{1}, \quad T\left(f_{0}+\frac{\beta}{2}\right)=n_{3} \tag{4.3-3}
\end{equation*}
$$

where $n_{1}$ and $n_{2}$ are integers. The number of components in the band is $\left(n_{2}-n_{1}\right)$. We suppose $\beta$ is such that this is small in comparison with $T / \tau$. The output of the band is

$$
\begin{equation*}
J_{N}=\sum_{n=n_{1}}^{n_{2}}\left[a_{n} \cos \frac{2 \pi n}{T} t+b_{n} \sin \frac{2 \pi n t}{T}\right] \tag{4.3-4}
\end{equation*}
$$

where

$$
\begin{align*}
& a_{n}-i b_{n}=\frac{2}{T} \int_{0}^{T} e^{i \geq a(1 a / T) f o l t} e^{i!\operatorname{mot}} I_{N}(l) d t \\
& n=\begin{array}{c}
n_{1}+n_{2} \\
2
\end{array}+n-\begin{array}{c}
n_{1}+n_{2} \\
2
\end{array}=f_{0} T+\left(n-f_{0} T\right) \tag{4.3-5}
\end{align*}
$$

We choose the band so narrow that

$$
\begin{equation*}
n_{2}-n_{1} \ll T / \tau \quad \text { or } \quad \beta \tau \ll 1 \tag{4.36}
\end{equation*}
$$

This emables us to write approximately

$$
a_{n}-i b_{n}=\sum_{r=1}^{r_{1}} e^{\cdots i 2 \pi\left((n / T)-f_{0}{ }^{i} r r\right.}{ }_{T}^{2} \int_{(r-n) r}^{\prime r} c^{-i 2 n / f_{0} t} I_{N}(t) d t
$$

$r_{1}=T i \tau, T$ being chosen (o) make $r_{1}$ an integer. Suppose we do this for a large number of intervals of length 7 . 'Then $I_{N}(t)$ will differ from interval to interval. The set of integrals for $r=1$ gives us an array of values which we regard as defining the distribution of a complex random variable, say $x_{1}$. Similarly the set of integrals for $r=2$ defines the distribution of a second random variable $x_{2}$, and st on to $x_{r_{1}}$. Recause we have chosen $r$ so large that $J_{N}(t)$ in any onc integral is practically independent of its values in the other integrals we may say that $x_{1}, x_{2}, \cdots x_{r_{1}}$ are independent.

We have

$$
\begin{aligned}
& a_{n_{1}}-i b_{n_{1}}=\sum_{r=1}^{r_{1}} e^{\left.-i 2 \pi(n / t)-f_{0}\right) \cdot r} x_{r} \\
& a_{n+1}-i b_{n_{1}+1}=\sum_{r=1}^{r_{1}} e^{\left.\left.-\operatorname{inn}\left(n_{1}+1 / T\right) \cdot f_{0}\right)\right)_{r}} x_{r} \\
& \begin{array}{c}
: \\
a_{n_{2}}-i b_{n_{2}}=\sum_{r=1}^{r_{1}} e^{-13 \pi\left(\left(n_{2} / T\right)-f_{0}\right) r r} x_{r}
\end{array}
\end{aligned}
$$

and if $n_{2}-n_{1} \ll r_{1}$, as was assumed in ( 4.30 ), we may apply the contrat limit theorem to show that $a_{n_{1}}, b_{n_{1}}, a_{n_{1}+1}, \cdots a_{n_{2}}, b_{n_{2}}$ tend to fecome indepemdent and normally distributed about zero as we let the hand width $\beta \rightarrow 0$ and $T \rightarrow x$ (and hence $r_{1}-\infty$ ) in such a way as to keep $n_{2}-n_{1}$ fixed. In this work we make use of the fact that $I_{v}(t)$ is such that the real and imaginary parts of $x_{1}, x_{2}, \cdots, x$ atl have the same averate and standard deviation. It is convenient to assume $f_{0} T$ is an integer.

Thus as the band width $\beta$ approathes zero the hand output $J$ given by (4.3-4) may be repreconted in the same way, namely as (2.8 11, as was the random noise current studied in Part III. Hence $J_{N}$ temds to have the
same properties as the random noise current studied there. For example, the distribution of $J_{N}$ tends touards a normai law. In our discussion we had to assume that $\beta \tau \ll 1$. If the voltage $V$ applied to the non-linear device is confined to a relatively narrow frequency band, say $f_{b}-f_{a}$, it appears that the interval $r$ (chosen above so that $I(t)$ and $I(t+r)$ are substantially independent) may be taken to be of the order of $1 /\left(f_{b}-f_{a}\right)$. In this case $J_{N}$ tends to behave like a random noise current if $\beta /\left(f_{b}-f_{a}\right)$ is much smaller than unity.

We now turn our attention to the second statement made at the beginning of this section. Let the applied voltage be confined to a relatively narrow band so that it may be represented by equation (4.1-8) of Section 4.1,

$$
\begin{equation*}
V=R \cos \left(\omega_{m} t+\theta\right), \quad R \geq 0 \tag{4.1-8}
\end{equation*}
$$

where $f_{m}=\omega_{m} /(2 \pi)$ is some representative frequency within the band and $R$ and $\theta$ are functions of time which vary slowly in comparison with $\cos \omega_{m} l$. We call $R$ the envelope of $V$.

From equation (4A 1)

$$
\begin{equation*}
I=\frac{1}{2 \pi} \int_{c} F(i u) e^{i u R \cos \left(\omega_{m}{ }^{t+\theta)}\right.} d u \tag{4.3-7}
\end{equation*}
$$

We expand the integrand by means of

$$
\begin{equation*}
e^{i x \cos \varphi}=\sum_{n=0}^{\infty} \epsilon_{n} i^{n} \cos n \varphi J_{n}(x) \tag{4,3-8}
\end{equation*}
$$

where $\epsilon_{0}$ is 1 and $\epsilon_{n}$ is 2 when $n>0$ and $J_{n}(x)$ is a Bessel function. Thus

$$
\begin{equation*}
I=\sum_{n=0}^{\infty} A_{n}(R) \cos \left(n \omega_{m} t+n \theta\right) \tag{4.3-9}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{n}(R)=\epsilon_{n} \frac{i^{n}}{2 \pi} \int_{c} F(i u) J_{n}(u R) d u \tag{4.3-10}
\end{equation*}
$$

Since $R$ is a relatively slowly varying function of time we expect the same to be true of $A_{n}(R)$, at least for moderately small values of $n$. Thus from (4.3-9) we see that the power spectrum of $I$ will consist of a succession of bands, the $n^{\text {th }}$ band being clustered around the frequency $n f_{m}$. If we eliminate all of the bands except the $n^{\text {th }}$ by means of a filter we see that the output will have the envelope $A_{n}(R)$ when $n \geqq 1$. Taking $n$ to be zero, shows that the low frequency output is simply

$$
\begin{equation*}
A_{0}(R)=\frac{1}{2 \pi} \int_{c} F(i u) J_{0}(u R) d u \tag{4.3-11}
\end{equation*}
$$

Taking $n$ to be one shows that the band around $f_{m}$ is given by

$$
\begin{equation*}
\frac{A_{1}(R)}{R} V \tag{4.3-12}
\end{equation*}
$$

The statistical properties of the low frequency output and of the envelopes of the output bands may be obtained from those of $R$. For example, the orobability density of $A_{\mathrm{n}}(R)$ is of the form

$$
\begin{equation*}
p(R) / \frac{d A_{n}(R)}{d R} \tag{4.3-13}
\end{equation*}
$$

where $p(R)$ is the probability density of $R$. In this expression $R$ is considered as a function of $A_{n}$.

It should be noted that we have been assuming that all of the band surrounding the harmonic frequency $n f_{m}$ is taken. When we take only a portion of it, presumably the statistical properties will tend to approach those of a random noise current in accordance with the first statement made at the beginning of this section.

When we apply ( $4.3-11$ ) to the square law device we have

$$
\begin{gathered}
F(i u)=\frac{2 \alpha}{(i u)^{3}} \\
A_{0}(R)=-\frac{2 \alpha}{2 \pi i} \int \frac{J_{0}(u R)}{u^{8}} d u \\
=\frac{\alpha}{2} R^{2}
\end{gathered}
$$

When we apply (4.3-11) to the linear rectifier:

$$
\begin{gathered}
F(i u)=-\frac{\alpha}{u^{2}} \\
A_{0}(R)=-\frac{\alpha}{2 \pi} \int_{-\infty}^{+\infty} \frac{J_{0}(u R)}{u u^{2}} d u=\frac{\alpha R}{\pi}
\end{gathered}
$$

where the path of integration passes under the origin. These two results agree with those obtained in Section 4.1 and 4.2 from simple considerations. As a tinal example we find the low frequency output of a biased linear rectifier in terms of the envelone $R$ of the applied voltage. From the table of $\boldsymbol{F}(i u)$ given in Appendix 4A we see that $F(i u)$ corresponding to

$$
\begin{array}{ll}
I=0, & V<B \\
I=V-B, & V>B
\end{array}
$$

$$
F(i u)=-\frac{e^{-i u B}}{u^{2}}
$$

Consequently, the low frequency output is

$$
A_{0}(R)=-\frac{1}{2 \pi} \int_{-\infty}^{+\infty} e^{-i u A} J_{0}(u R) u^{-2} d u
$$

where the path of integration is indented downwards at the origin. When $B>R$ the value of the integral is zero since then the path of integration may be closed in the lower half plane by an infinite semi-circle This value also follows at once from the physics of the problem. When $-R<B<R$ we may integrate by parts and get

$$
\begin{align*}
A_{0}(R) & =\frac{1}{2 \pi} \int_{-\infty}^{+\infty} e^{-i u z}\left[i B J_{0}(u R)+R J_{1}(u R)\right] u^{-1} d u \\
& =-\frac{B}{2}+\frac{1}{\pi} \int_{0}^{\infty}\left[B \sin u B J_{0}(u R)+R \cos u B J_{1}(u R)\right] u^{-1} d u \\
& =-\frac{B}{2}+\frac{B}{\pi} \operatorname{arc} \sin \frac{B}{R}+\frac{1}{\pi} \sqrt{R^{2}-B^{2}}  \tag{4.3-14}\\
& =-\frac{B}{2}+\frac{R}{\pi} F\left(-\frac{1}{2},-\frac{1}{2} ; \frac{1}{2} ; \begin{array}{l}
B^{2} \\
R^{2}
\end{array}\right), \quad-R<B<R
\end{align*}
$$

This hypergeometric function turns up again in equation (4.7-6). Also in the range $-R<B<R$,

$$
\frac{d A_{0}}{d K}=\frac{1}{\pi} \sqrt{1-\frac{B^{2}}{R^{2}}}
$$

When $B$ is negative and $R<-B$, the path of integration may be closed by an infinite semicircle in the upper half plane and the value of the integral is proportional to the residue of the pole at the origin:

$$
\begin{aligned}
A_{0}(R) & =2 \pi i\left(-\frac{1}{2 \pi}\right)(-i B) \\
& =-B
\end{aligned}
$$

Thus, to summarize, the low frequency output for our linear rectifier is, for $B>0,(R$ is always positive $)$

$$
\begin{align*}
& A_{0}(R)=0, \quad R<B \\
& A_{0}(R)=-\frac{B}{2}+\frac{B}{\pi} \arcsin \frac{B}{R}+\frac{1}{\pi} \sqrt{R^{2}-B^{2}}, \quad B<R \tag{4.3-15}
\end{align*}
$$

and for $\beta<0$ it is

$$
\begin{align*}
& \operatorname{An}(R)=|B|, \quad K<|B| \\
& \left.\operatorname{An}(R)=+\frac{|\beta|}{2}+\frac{\left|B i_{\pi} \arcsin \right| B \mid}{R}+\frac{1}{\pi} \right\rvert\, R^{2}-\beta n, \quad \beta . R \tag{4.3=16}
\end{align*}
$$

where the are sines lie between $\left(1\right.$ and $\pi$. 2 . $I_{0}(R)$ and its lirst derivative with respect to $R$ are contimuous.

From (4.3-15), the d.c. output current is, for $B>0$,

$$
\begin{equation*}
I_{d}=\int_{u}^{\infty}\left[-\frac{B}{2}+\frac{\beta}{\pi} \operatorname{arc} \sin \frac{\beta}{R}+\frac{1}{\pi} \sqrt{R^{2}}-\beta^{2}\right] p(R \cdot d R \tag{4..3-1.5}
\end{equation*}
$$

Where $p(R)$ is the probability density of the envelope of the input $\mathrm{I}^{\circ}$, e.g., $p(R)$ is of the form (3.7-10) for noise alone, and of the form 1.3 .10111 for nosise plus a sine wave. Similarly, the rms value of the low frequency current $I_{f}$, excluding d.c., may he computed from

$$
\overline{I_{\ell f}^{2}}=\overline{I_{l}^{2}}-I_{d c}^{2}
$$

where, if $B>0$,

$$
\begin{equation*}
\overline{I_{i}} \ell=\int_{H}^{\infty}\left[-\frac{B}{2}+\frac{B}{\pi} \operatorname{arc} \sin \frac{B}{K}+\frac{1}{\pi} \sqrt{R^{2}-B^{2}}\right]^{2} p(R) d R \tag{4.3-16}
\end{equation*}
$$

If $I$ consists of a sine wave of amplitude $P$ plus moise $l^{\circ} s$, so it maty be represented as (4.1 13), and if ${ }^{\prime} \gg$ rms $I_{N}^{N}$, the rlistribution of $R$ is ajproximately normal. If, in additiom, $P-B \gg \mathrm{rms} \mathrm{l} V^{\circ}>0$, (4.3-15), (4.3-16), and (3.10-19) leal to the approximations

$$
\begin{align*}
I_{d a} & =-\frac{B}{2}+\frac{B}{\pi} \arcsin \frac{B}{P}+\frac{1}{\pi} \sqrt{P^{2}-B^{2}}+\frac{\psi^{2}}{2 \pi V^{\prime}}-\frac{B^{2}}{2} \\
& =-\frac{B}{2}+\frac{P}{\pi}+\frac{B^{2}+\psi_{0}}{2 \pi P}  \tag{4.3-17}\\
\overline{I_{l \prime}^{2}} & \approx \frac{P^{3}-B^{2}}{\pi^{2} P^{2}} \psi_{0}
\end{align*}
$$

The second expression for $I_{d o}$ assumes $P \gg \beta$. When $\beta=0$, these reduce to the first terms of (4.2-5) and (4.2-7). By using a different method Middleton has obtained a more precise form of this result.

Incidentally, for a given applied voltage, $I_{\text {de }}(+)$ for a prositive bias $|B|$ is related to $I_{\mathrm{do}}(-)$ for a negative bias $-|\beta| \mathrm{by}$

$$
\begin{equation*}
I_{\mathrm{do}}(-)=|B|+I_{\mathrm{dc}}(+) \tag{4.3-18}
\end{equation*}
$$

Also r.m.s. $I_{\ell \prime}(+)$ is equal to r.m.s. $I_{f( }(-)$. Equation (4.3-18) follows from a physical argument based on the areas underneath a curve of $I$ for
the two cases. Both of the above relations follow from formulas given by Middleton when $l^{\prime}$ is the sum of a sine wave plus noise. They may also be derived from (4.3-15) and (4.3-16).

### 4.4 Output Power Spectrum

The remainder of Part IV will be concerned with methods of solving the following problem: (iiven a non-linear device and an input voltage consisting of noise alone or of a signal plus noise. What is the power spectrum of the output?

In some ways the answer to this problem gives us less information than the methods discussed in the first three sections. For example, beyond giving the rms value, it tells us very little about the probability density of the current corresponding to a given frequency band of the output. On the other hand, this rms value may be found (by integrating the power spectrum) for any band we choose to study. The methods described earlier depended on the input being confined to a relatively narrow band and gave information regarding only the entire band corresponding to a given harmonic (0th, 1st, 2nd, etc.) of the input. There was no way to study the output when part of a band was eliminated by filters except by obtaining the power spectrum of some function of the envelope.

At present there appear to be two general methods available for the determination of the output power spectrum each with its own advantages and disadvantages. lirst there is the direct method which has been used by W. R. Bennett*, F. C. Williams**, J. R. Ragazaini ${ }^{46}$ and others. The noise is represented as the sum of a finite number of sinusoidal components. The typical modulation product is computed and the output power spectrum is obtained by considering the density and amplitude of these products. The chief advantage of this method lies in its close relation to the known theory of modulation in non-linear circuits. Generally, the lower order modulation products are the only ones which contribute significantly to the output power and when they are known, the problem is well along towards solution. The main disadvantage is the labor of counting the modulation products falling in a given interval. However, Bennett has developed a method for doing this. ${ }^{17}$

The fundamental iden of the second method is to obtain the correlation function for the output current. From this the output power spectrum may be obtained by Fourier's transform. The correlation function method and its variations are of more recent origin than the direct method. They have

[^23]been discovered independently and at about the same time, by several workers. In a paper read before the I.R.E., Jan. 28, 1944, D. O. North described results obtained hy using the correlation function. J. H. Van Veck and D. Middleton have been using the two variations of the method which we shall describe in Sections 4.7 and 4.8 , since early in 1943. A primitive form of the method of Section 4.8 had been used by A. D. Fowler and the writer in some unpublished material written in 1942. Recently, I have learned that a method similar to the one used by Fowler and myself had already heen used by Kurt Franz in $1941 .{ }^{48}$

The correlation function method avoids the problem of counting the modulation products. However, in some cases it becomes rather unwieldy. Probably it is best to have both methods in mind when investigating any particular problem. The direct method will be illustrated by applying it to the square law detector. Two approaches to the correlation function method will then be described and applied to examples.

### 4.5 Noise Tirough Square Law-Device

Probably the most direct method of obtaining the power spectrum I' $(f)$ of $I$, where

$$
\begin{equation*}
I=\alpha V^{2} \tag{4.1-1}
\end{equation*}
$$

$V$ being a noise voltage, is to square the expression

$$
\begin{equation*}
V=V_{N}=\sum_{1}^{M} c_{m} \cos \left(\omega_{m} b-\varphi_{m}\right) \tag{2.8-6}
\end{equation*}
$$

in which $c_{m}^{2}$ is $2 w\left(f_{m}\right) \Delta f, \omega_{m}=2 \pi f_{m}, f_{m}=m \Delta f$ and $\varphi_{1}, \varphi_{2}, \cdots \varphi$ м are random phase angles.

Considerable simplification of the algebra results when we replace the representation (2.8-6) by

$$
\begin{equation*}
V_{N}=\frac{1}{2} \sum_{-\infty}^{\infty} c_{\mathrm{s}} e^{i m a l-i_{m}} \tag{4.5-1}
\end{equation*}
$$

Here we have added a term $c_{0}, 2$ so as to not have any gaps in the summation and have introluced the definitions

$$
\begin{align*}
& c_{-m}=c_{m} \\
& \varphi_{-m}=-\varphi_{m}  \tag{4.5-2}\\
& a=2 \pi \Delta f
\end{align*}
$$

[^24]Squaring (4.5-1) gives the double series

$$
\begin{aligned}
V_{N}^{2} & =\frac{1}{4} \sum_{-\infty}^{+\infty} \sum_{-\infty}^{+\infty} c_{m} c_{n} e^{i(m+n) a t-i v_{m}-i \varphi_{n}} \\
& =\frac{1}{4} \sum_{k=-\infty}^{+\infty} \sum_{n=-\infty}^{+\infty} \cdot c_{k-n} c_{n} e^{i n n t-i \varphi_{k-n}-i \varphi_{n}}
\end{aligned}
$$

Suppose we wish to consider the component of $l_{k}^{2}$ of frequency $f_{k}=k \Delta f$. It is seen to be

$$
\begin{equation*}
A_{k} \cos \left(\omega_{k} t-\psi_{h}\right)=\frac{1}{2} \sum_{n=-\infty}^{+\infty} c_{k-n} c_{n} \cos \left(k a t-\varphi_{h \rightarrow n}-\varphi_{n}\right) \tag{4.5-3}
\end{equation*}
$$

The power spectrum II $(f)$ of $I$ at frequency $f_{k}$ is $\alpha^{z}$ times the coefficient of $\Delta f$ in the mean square value of $(4.5-3)$ where the average is taken over the甲's. Thus

$$
\begin{aligned}
U^{\prime}\left(f_{k}\right) \Delta f=\frac{\alpha^{2}}{4} \sum_{-\infty}^{+\infty} & \sum_{-\infty}^{+\infty} c_{k-n} c_{n} c_{k-m} c_{m} \\
& \quad \times \text { ave. } \cos \left(k a t-\varphi_{k-n}-\varphi_{n}\right) \cos \left(k a t-\varphi_{k-m}-\varphi_{m}\right)
\end{aligned}
$$

where the summations extend over $m$ and $n$. Let $n$ be fixed and consider those values of $m$ which give an average different from zero. We see that $m=n$ and $m=k-n$ are two such values. The only other possibilities are $m=-n$ and $m=-k+n$, but these lead to terms containing (except when $n$ or $k$ equal zero) three different angles, $\varphi_{n}, \varphi_{1-n}$, and $\varphi_{k+n}$ which average to zere. Using the fact that the average of cosine squared is onehali and that for a given $n$ there are iwo such terms, we get

$$
\begin{align*}
W\left(f_{k}\right) \Delta f & =\frac{\alpha^{2}}{4} \cdot \sum_{n=-\infty}^{+\infty} c_{k-n}^{2} c_{n}^{2}  \tag{4.4-5}\\
& =\alpha^{2} \Delta f \sum_{n=-\infty}^{+\infty} w^{\prime}\left(f_{k}-f_{n}\right) u^{u}\left(f_{n}\right) \Delta f
\end{align*}
$$

where in the last step, we have used

$$
f_{l-n}=(k-n) \Delta f=f_{k}-f_{n}
$$

and have implied, from $c_{-n}=c_{n}$, that

$$
u\left(f_{-n}\right)=w(-n \Delta f)=w\left(-f_{n}\right)
$$

is cqual to $w\left(f_{n}\right)$.
Thus, from ( 4.54 ), we get for the power spectrum of $I$

$$
\begin{equation*}
W(f)=\alpha^{2} \int_{-\infty}^{+\infty} w(x) w(f-x) d x \tag{4.5-5}
\end{equation*}
$$

with the understanding that $f$ is not zero and

$$
\begin{equation*}
w(-x)=w(x) \tag{4.5-6}
\end{equation*}
$$

The result which is obtained by using ( $2.8-6$ ), involving the cosines and only positive values of $m$, is

$$
\begin{equation*}
\Pi^{\prime}(f)=\alpha^{2} \int_{0}^{\prime} w^{\prime}(x) w(f-x) d x+2 \alpha^{2} \int_{0}^{\infty} w(x) w(f+x) d x \tag{4.5-7}
\end{equation*}
$$

This contains only positive values of frequency. (4.5-5) and (4.5-7) are equiatent and may radily be transformed into each other.

The first integral in (4.5-7) arises from second order mordulation products of the sum type and the second integral from products of the difference type. This may be seen by writing the current as

$$
\begin{align*}
& I=\alpha V^{2}=\alpha \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} c_{m} c_{n} \cos \left(\omega_{m} t-\varphi_{m}\right) \cos \left(\omega_{n} t-\varphi_{n}\right) \\
& =\frac{\alpha}{2} \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} c_{m} c_{n}\left\{\cos \left\{\left(\omega_{m}-\omega_{n}\right) t-\varphi_{m}+\varphi_{n}\right]\right.  \tag{4.5-8}\\
& \\
& \left.\quad+\cos \left[\left(\omega_{m}+\omega_{n}\right) t+\varphi_{m}+\varphi_{n}\right]\right\}
\end{align*}
$$

The power in the range $f_{k}, f_{k}+\Delta f$ is the power due to modulation products of the difference type, $\omega_{k+l}-\omega \ell$, plus the power due to the modulation products of the sum type, $\omega_{l-1}+\omega \ell$. In the first type $\ell$ runs from 1 to $x$ and in the second type $\ell$ runs from 1 to $k-1$.

Consider the difference type first, and for the moment take both $k$ and $\ell$ to be fixed. The two sets $n=k+\ell, n=\ell$ and $m=\ell, n=k+\ell$ are the only values of $m$ and $n$ in (4.5-8) leading to $\omega_{k+1}-\omega \ell$. The two corresponding terms in ( 4.58 ) are equal because $\cos (-x)$ is equal to cos $x$. The average power contributed by these two terms is

$$
\begin{array}{r}
\left(\frac{\alpha}{2} c_{k+l}(c l)^{2} \times\left\{\text { Average of }\left(2 \cos \left(\left(\omega_{k+l}-\omega \ell\right) t-\varphi_{k+l}+\varphi \ell\right\}\right)^{2}\right\}\right.  \tag{4.5-9}\\
=\frac{1}{2}\left(\alpha c_{k+l}(l \ell)^{2}\right.
\end{array}
$$

The power contributed to $f_{k}, f_{k}+\Delta f$ by the difference modulation products is obtained by summing $l$ from 1 to $\infty$ :

$$
\begin{aligned}
\frac{\alpha^{2}}{2} \sum_{\ell=1}^{\infty} c_{k+\ell}^{2} c_{\ell}^{2} & =2 \alpha^{2} \sum_{l=1}^{\infty} w\left(f_{k+\ell}\right) w(f l)(\Delta f)^{2} \\
& \rightarrow 2 \alpha^{2} \Delta f \int_{0}^{\infty} w\left(f_{k}+f\right) w(f) d f
\end{aligned}
$$

This leads to the second term in (4.5-7).

Now consider the modulation products of the sum type. The terms of this type in ( $4.5-8$ ) which give rise to the frequency $\omega_{k}$ are those for which $m+n$ is equal to $k$. Let $n$ be 1 then $m=k-1$. The phase of this term is random with respect to all the other terms except the one given by $n=$ $k-1, m=1$ which has the same phase. The average power contributed by these two terms in (4.5 8) is, as in (4.5-9),

$$
\frac{1}{2}\left(\alpha c_{1} c_{k-1}\right)^{2}
$$

This disposes of two terms for which $m+n$ is equal to $k$. Taking $n$ to be 2 and going through the same process gives two more. Thus, assuming for the moment that $k$ is an odd number, the power contributed to the interval $f_{k}, f_{k}+\Delta f$ by the sum molulation products is

$$
\frac{1}{2} \sum_{n=1}^{(k-1) / 2}\left(\alpha c_{n} c_{k-n}\right)^{2}=\frac{1}{4} \sum_{n=1}^{k-1}\left(\alpha c_{n} c_{k-n}\right)^{2} \rightarrow \alpha^{2} \Delta f \int_{0}^{f_{k}} w(f) w\left(f_{k}-f\right) d f
$$

and this leads to the second term in (4.5-7).
When the voltage l' applied to the square law device is the sum of a noise voltage $V_{N}$ and a sine wave:

$$
\begin{equation*}
V=P \cos p t+V_{N}, \tag{4.1-13}
\end{equation*}
$$

we have

$$
\begin{equation*}
l^{2}=P^{2} \cos ^{2} p t+2 P 1_{N} \cos p t+V_{N}^{2} \tag{4.5-10}
\end{equation*}
$$

From the two equations

$$
\begin{aligned}
\cos ^{2} p t & =\frac{1}{2}+\frac{1}{2} \cos 2 p t \\
\text { ave. } V_{N}^{2} & =\sum_{i}^{M} \epsilon_{m}^{2} \frac{1}{2} \rightarrow \int_{0}^{\infty} w(f) d f
\end{aligned}
$$

we see that $I$, or $\alpha V^{2}$, has a $d c$ component of

$$
\begin{equation*}
\frac{\alpha P^{2}}{2}+\alpha \int_{0}^{\infty} w(f) d f \tag{4.5-11}
\end{equation*}
$$

which agrees with (4.1-14), and a sinusoidal component

$$
\begin{equation*}
\frac{\alpha P^{2}}{2} \cos 2 p t \tag{4.5-12}
\end{equation*}
$$

The continuous power spectrum $W_{c}(f)$ of the remaining portion of $I$ may be computed from

$$
2 P V_{N} \cos p t+V_{N}^{2} .
$$

Using the representation (2.8-6) we see
$2 P V_{N} \cos p t=P \sum_{i}^{M} c_{m}\left[\cos \left(\omega_{m} t+p t-\varphi_{m}\right)+\cos \left(\omega_{m} t-p t-\varphi_{m}\right)\right]$
For the moment, we take $p=2 \pi r \Delta f$. The terms pertaining to frequency $f_{n}=n \Delta f$ are those for which

$$
\begin{aligned}
& \omega_{m}+p=2 \pi f_{n} \quad\left|\omega_{m}-p\right|=2 \pi f_{n} \\
& m+r=n \quad|m-r|=n \\
& m=n-r \quad m=r \pm n
\end{aligned}
$$

where only positive values of $m$ are to be taken: If $n>r$, then $m$ is $n-r$ or $r+n$. If $n<r$, then $m$ is $r-n$ or $r+n$. In either case the values of $m$ are $|n-r|$ and $n+r$. The terms of frequency $f_{n}$ in $2 P V_{N} \cos p t$ are therefore

$$
P c_{|n-r|} \cos \left(2 \pi f_{n} t-\varphi|n-r|\right)+P c_{n+r} \cos \left(2 \pi f_{n} t-\varphi_{n+r}\right)
$$

and the mean square value of this expression, the average being taken over the $\varphi$ 's, is

$$
\begin{aligned}
\frac{P^{2}}{2}\left(c_{|n-r|}^{2}+c_{n+r}^{2}\right) & =P^{2} \Delta f\left[w\left(f_{|n-r|}\right)+w\left(f_{n+r}\right)\right] \\
& =P^{2} \Delta f\left[w\left(\left|f_{n}-f_{p}\right|\right)+w\left(f_{n}+f_{p}\right)\right]
\end{aligned}
$$

where $f_{p}$ dences $p / 2 \pi$.
By combining this with the expression (4.5-5) which arises from $V_{N}^{2}$ we see that the continuous portion $W_{c}(f)$ of the power spectrum of $I$ is

$$
\begin{align*}
W_{\ell}(f)=\alpha^{2} P^{2}\left[w\left(f-f_{p}\right)+\right. & \left.w\left(f+f_{p}\right)\right] \\
& +\alpha^{2} \int_{-\infty}^{+\infty} w(x) w(f-x) d x \tag{4.5-13}
\end{align*}
$$

where $w(-f)$ has the same value as $w(f)$.
Equation (4.5-13) has been used to compute $W_{c}(f)$ as shown in Fig. 8. The input noise is assumed to be uniform over a band of width $\beta$ centered at $f_{p}$, cf. Filter c, Appendix C. By noting the area under the low frequency portion of the spectrum we find

$$
\int_{0}^{\beta} W_{0}(f) d f=\alpha^{2} \beta w_{0}\left(P^{2}+\beta w w_{0}\right)
$$

Since the mean square value of the input $V_{N}$ is $\psi_{0}=\beta w_{0}$, it is seen that this equation agrees with the expression (4.1-15) for the mean square value of $I_{\ell_{f}}$, the low frequency current, excluding the d.c. If audio frequency
filters cut out part of the spectrum, $W_{0}(f)$ may be integrated over the remaining portion to give the mean square value of the corresponding output current. This idea is mentioned in the footnote pertaining to equation (4.1-6).

If $V$ consists of $V_{N}$ plus two sinusoidal voltages of incommensurable frequencies, say

$$
V=P \cos p t+Q \cos q l+V_{N},
$$
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the continuous portion $W_{c}(f)$ of the power spectrum of $I$ may be shown to be (4.5-13) plus the additional terms

$$
\begin{equation*}
\alpha^{2} Q^{2}\left[w\left(f-f_{q}\right)+w\left(f+f_{q}\right)\right] \tag{4.5-14}
\end{equation*}
$$

where $f_{q}$ denotes $q / 2 \pi$.
When the voltage applied to the square law device (4.1-1) is ${ }^{\text {49 }}$

$$
\begin{aligned}
V(t) & =Q(1+k \cos p t) \cos q t+V_{N} \\
& =Q \cos q t+\frac{Q k}{2} \cos (p+q) t+\frac{Q k}{2} \cos (p-q) t+V_{N}
\end{aligned}
$$

the resulting current contains the dc component

$$
\begin{equation*}
\frac{\alpha}{2} Q^{2}\left(1+\frac{k^{2}}{2}\right)+\alpha \int_{0}^{\infty} w(f) d f \tag{4.5-16}
\end{equation*}
$$

[^25]The sinusoidal terms of $I$ are obtained by squaring

$$
Q(1+k \cos p t) \cos q t
$$

and multiplying by $\alpha$. The remaining portion of $I$ has a continuous power spectrum given by

$$
\begin{align*}
& W_{c}(f)=\alpha^{2} Q^{2}\left[w\left(f-f_{q}\right)+w\left(f+f_{q}\right)\right. \\
&+\frac{k^{3}}{4} w\left(f-f_{p}-f_{q}\right)+\frac{k^{2}}{4} w\left(f+f_{p}+f_{q}\right) \\
&\left.+\frac{k^{2}}{4} w\left(f-f_{p}+f_{q}\right)+\frac{k^{2}}{4} w\left(f+f_{p}-f_{q}\right)\right]  \tag{4.5-1i}\\
&+a^{2} \int_{-\infty}^{+\infty} w(x) w(f-x) d x
\end{align*}
$$

where $f_{p}$ denotes $p / 2 \pi$ and $f_{q}$ denotes $q / 2 \pi$.

### 4.6 Two Correlation Function Methods

As mentioned in Section 4.4 these methods for: determining the output power spectrum are based on finding the correlation function $\Psi(r)$ for the output current. From this the power spectrum, $W(f)$, of the output current may be obtained from (2.1-5), rewritten as

$$
\begin{equation*}
W(f)=4 \int_{0}^{\infty} \Psi(\tau) \cos 2 \pi f \tau d \tau \tag{4.6-1}
\end{equation*}
$$

It will be recalled that $W(f) \Delta f$ may be regarded as the average power which would be dissipated by those components of $I$ in the band $f, f+\Delta f$ if $I$ were to flow through a resistance of one ohm.

The input of the non-linear device is taken to be a voltage $V(t)$. It may, for example, consist of a noise voltage $V_{N}(t)$ plus sinusoidal components. The output is taken to be a current $I(t)$. The non-linear device is specified by a relation between $V(t)$ and $I(t)$. In this work $I(t)$ at time $t$ is assumed to be completely determined by the value of $V(t)$ at time $t$.

Two methods of obtaining $\Psi(r)$ will be described.
(a) Integrating the two-dimensional probability density of $\mathfrak{I}^{\prime}(t)$ and $V(t+\tau)$ over the values allowed by the non-linear device. This method, which is especially direct when applied to noise alone through rectifiers, was discovered independently by Van Vleck and North.
(b) Introducing and using the characteristic function, which for the sake of brevity will be abbreviated to ch. f., of the two-dimensional probability distribution of $V(t)$ and $V(t+r)$.

### 4.7 Linear Detection or Noise-The Van Vifeck-North Metiod

The method due to Van Vleck and North will be illustrated by using it to determine the output power spectrum of a linear detector when the input consists of noise alone.
The linear detector is specified by

$$
I(t)= \begin{cases}0, & V(t)<0  \tag{4.7-1}\\ V(t), & V(t)>0\end{cases}
$$

which may be obtained from (4.2-1) by setting $\alpha$ equal to one, and the input voltage is

$$
\begin{equation*}
V(t)=V_{N}(t) \tag{4.7-2}
\end{equation*}
$$

where $V_{N}(t)$ is a noise voltage whose correlation function is $\psi(\tau)$ and whose - power spectrum is $w(f)$.

The correlation function $\Psi(\tau)$ is the average value of $I(t) I(t+\tau)$. This is the same as the average value of the function

$$
F\left(V_{1}, V_{2}\right)= \begin{cases}V_{1} V_{2}, & \text { when both } V_{1}, V_{2}>0  \tag{4.7-3}\\ 0, & \text { all other } V^{\prime} \mathrm{s},\end{cases}
$$

where we have set

$$
\begin{aligned}
& V_{1}=V(t) \\
& V_{2}=V(t+\tau)
\end{aligned}
$$

The two-dimensional distribution of $V_{1}$ and $V_{2}$ is given by (3.2-4), and from this it follows that the average value of any function $F\left(V_{1}, V_{3}\right)$ is

$$
\begin{equation*}
\int_{-\infty}^{+\infty} d V_{1} \int_{-\infty}^{+\infty} d V_{2} \frac{F\left(V_{1}, V_{2}\right)}{2 \pi|M|^{1 / 2}} \exp \left[-\frac{1}{2|M|}\left(\psi_{0} V_{1}^{2}+\psi_{0} V_{2}^{2}-2 \psi_{+} V_{1} V_{2}\right)\right] \tag{4.7-4}
\end{equation*}
$$

where

$$
|M|=\psi_{0}^{2}-\psi_{r}^{2} .
$$

For the linear rectifier case, where $F\left(V_{1}, V_{3}\right)$ is given by (4.7-3), the integral is

$$
\begin{gathered}
|M|^{-1 / 2} \frac{1}{2 \pi} \int_{0}^{\infty} d V_{1} \int_{0}^{\infty} d V_{2} V_{1} V_{2} \exp \left[-\frac{1}{2|M|}\left(\psi_{0} V_{i}^{2}+\psi_{0} V_{2}^{2}-2 \psi_{r} V_{1} V_{2}\right)\right] \\
=\frac{1}{2 \pi}\left(\left[\psi_{0}^{2}-\left.\psi_{r}^{2}\right|^{1 / 2}+\psi_{r} \cos ^{-1}\left[\frac{-\psi_{r}}{\psi_{0}}\right]\right)\right.
\end{gathered}
$$

where we have used ( $\mathbf{3 . 5 - 4 )}$ to evaluate the integral. The are cosine is taken to be between 0 and $\pi$. We therefore have for the correlation function of $I(t)$,

$$
\Psi(r)=\frac{1}{2 \pi}\left(\left|\psi_{0}^{2}-\psi_{T}^{2}\right|^{1 / 2}+\psi_{r} \cos ^{-1}\left[\begin{array}{c}
-\psi_{r}  \tag{4.7-5}\\
\psi_{0}
\end{array}\right]\right)
$$

The power spectrum $W(f)$ may be obtained from this by use of (4.6-1). For this purpose it is convenient to write (4.7-5) in terms of a hypergeometric function. By expanding and comparing terms it is seen that

$$
\begin{align*}
\Psi(r) & =\frac{\psi_{r}}{4}+\frac{\psi_{0}}{2 \pi} F\left(-\frac{1}{2},-\frac{1}{2} ; \frac{1}{2} ; \frac{\psi_{r}^{2}}{\psi_{0}^{2}}\right)  \tag{4.7-6}\\
& =\frac{\psi_{r}}{4}+\frac{\psi_{0}}{2 \pi}+\frac{\psi_{r}^{2}}{4 \pi \psi_{0}}+\text { terms involving } \psi_{\tau}^{4}, \psi_{r}^{6}, \text { etc. }
\end{align*}
$$

As will be discussed more fully in Section 4.8, a constant term $A^{2}$ in $\psi(r)$ indicates a direct current component of $I(t)$ of $A$ amperes. Thus $I(t)$ has a $d c$ component equal to

$$
\begin{equation*}
\left[\frac{\psi_{0}}{2 \pi}\right]^{1 / 2}=\frac{1}{\sqrt{2 \pi}} \times \text { rms value of } V(t) \tag{4.7-7}
\end{equation*}
$$

This agrees with (4.2-3) when the $\boldsymbol{P}$ of that equation is set equal to zero.
Integrals of the form

$$
G_{\mathrm{n}}(f)=\int_{0}^{\infty} \psi_{\mathrm{r}}^{n} \cos 2 \pi f \tau d \tau
$$

which result when (4.7-6) is put in (4.6-1) and integrated termwise are discussed in Appendix 4C. From the results given there it is seen that if we neglect $\psi_{\mathrm{T}}^{4}$ and higher powers we obtain an approximation for the continuous portion $W_{c}(f)$ of $W(f)$ :

$$
\begin{align*}
W_{\iota}(f) & \approx G_{1}(f)+\frac{G_{2}(f)}{\pi \psi_{0}} \\
& =\frac{w(f)}{4}+\frac{1}{4 \pi \psi_{0}} \cdot \frac{1}{2} \int_{-\infty}^{+\infty} w(x) w(f-x) d x \tag{4.7-8}
\end{align*}
$$

where $w(-f)$ is defined as $w(f)$.
When $V_{N}(t)$ is uniform over a relatively narrow band extending from $f_{a}$ to $f_{b}$ so that $w(f)$ is equat to $w_{0}$ in this band and is zero outside it, we may use the results for Filter c of Appendix 4 C . The $f_{0}$ and $\beta$ given there are related to $f_{a}$ and $f_{b}$ by

$$
f_{a}=f_{0}-\frac{\beta}{2}, \quad f_{b}=f_{0}+\frac{\beta}{2}
$$

and the value of $w_{0}$ taken there is the same as here and is $\psi_{0} / \beta$. The value of $G_{2}(f)$ given there leads to the approximation, for low frequencies:

$$
\begin{align*}
W_{0}(f) & =\frac{1}{\pi \psi_{0}} \frac{\psi_{0}^{2}}{4 \beta}\left(1-\frac{f}{\beta}\right) \\
& =\frac{\pi \omega_{0}}{4 \pi}\left(1-\frac{f}{f_{b}-f_{a}}\right) \tag{4.7-9}
\end{align*}
$$

when $0<f<f_{b}-f_{a}$, and to $W_{0}(f)=0$ for $f_{b}-f_{a}<f<f_{a}$. By setting $P$ equal to zero in the curve given in Fig. 8 for $W_{c}(f)$ corresponding to the square law detector, we see that the low frequency portion of the power spectrum is triangular in shape and is zero at $f=\beta$. Thus, looking at (4.7-9), we see that to a first approximation the shape of the output power spectrum is the same for a linear detector as for a square law detector when the input consists of a relatively narrow band of noise.

An approximate rms value of the low frequency output current may be obtained by integrating (4.7-9)

$$
\begin{aligned}
\overline{I_{\ell j}^{2}} & =\int_{0}^{f_{t}-f_{a}} W_{0}(f) d f \\
& =\frac{w_{0}\left(f_{b}-f_{a}\right)}{8 \pi}=\frac{\psi_{0}}{8 \pi}
\end{aligned}
$$

rms low freq. current $=\frac{1}{\sqrt{8 \pi}} \times$ rms applied voltage $(4.7-10)$
It is seen that this is half of the direct current. It must be kept in mind that (4.7-10) is an approximation because we have neglected $\psi_{r}^{4}$ and higher powers. The true value may be obtained from (4.2-8). It is seen that the coefficient $(8 \pi)^{-1 / 2}=0.200$ should be replaced by

$$
\frac{1}{\pi}\left(2-\frac{\pi}{2}\right)^{1 / 2}=0.209
$$

$W_{c}{ }^{\prime}(f)$ for other types of band pass filters may be obtained by using the corresponding $G$ 's given in appendix 4C. It turns out that ( $4.7-10$ ) holds for all three types of filters. This is a special case of Middleton's theorem, mentioned several times before, that the total power in any modulation product (it will be shown later in Section 4.9 that the tern $\psi_{r}^{n}$ in (4.7-6) corresponds to the $n^{\text {th }}$ order modulation products) depends only on the total input power of the applied noise, not on its spectral distribution.

### 4.8 The Characteristic Function Method

As mentioned in the preceding parts, especially in connection with equation ( $1.4-3$ ), the ch. f. of a random variable $x$ is the average value of $\exp$
(iux). This is a function of $u$. The ch. f. of two random variables $x$ and $y$ is the average value of $\exp (i u x+i v y)$ and is a function of $u$ and $v$. The ch. f. which we shall use here is the ch. $f$. of the two random variables $V(t)$ and $V^{\prime}(t+r)$ where $V^{\prime}(t)$ is the voltage applied to the non-linear device, and the randomness is introduced by $t$ being selected at random, $\tau$ remaining fixed. We may write this characteristic function as

$$
\begin{equation*}
g(u, v, \tau)=\operatorname{Limit}_{r \rightarrow \infty} \frac{1}{T} \int_{0}^{T} \exp [i u v(t)+i v V(t+\tau)] d t \tag{4.8-1}
\end{equation*}
$$

If $V(t)$ contains a noise voltage $V_{N}(l)$, as it always does in this section, and if we use the representation (2.8-1) or (2.8-6) a large number of random parameters ( $a_{n}$ 's and $b_{n}$ 's or $\varphi_{n}$ 's) will appear in (4.8-1). In accordance with our use of such representations we may average over these parameters without changing the value of (4.8-1) and may thereby simplify the integration.

For example suppose

$$
\begin{equation*}
V(t)=V_{4}(t)+V_{N}(t) \tag{4.8-2}
\end{equation*}
$$

where $V_{s}^{*}(t)$ is some regular voltage which may, e.g., consist of one or more sine waves. Substituting this in (4.8-1) and using the result (3.2-7) that the ch. f. of $V_{N}(t)$ and $V_{N}(t+\tau)$ is

$$
\begin{align*}
g_{N}(u, z, \tau) & =\text { ave. } \exp \left[i u V_{N}(t)+i v V_{N}(t+\tau)\right] \\
& =\exp \left[-\frac{\psi_{0}}{2}\left(u^{2}+v^{2}\right)-\psi_{\tau} u v\right] \tag{4.8-3}
\end{align*}
$$

$\psi_{r} \equiv \psi(\tau)$ being the correlation function of $V_{N}(t)$, we obtain for the ch. $f$. of $V(t)$ and $V(t+\tau)$,

$$
\begin{align*}
g(u, v, \tau)= & \exp \left[-\frac{\psi_{0}}{2}\left(u^{2}+v^{2}\right)-\psi_{r} u v\right] \\
& \times \operatorname{Limit}_{r \rightarrow \infty} \frac{1}{T} \int_{0}^{r} \exp \left[i u V_{0}(t)+i v V_{s}(t+\tau)\right] d t  \tag{4.8-4}\\
= & g_{N}(u, v, \tau) g_{s}(u, v, \tau)
\end{align*}
$$

In the last line we have used $g_{A}(u, v, r)$ to denote the limit in the line above:

$$
\begin{equation*}
g_{s}(u, v, \tau)=\operatorname{Limit}_{r \rightarrow \infty} \frac{1}{T} \int_{0}^{T} \exp \left[i u V_{t}(t)+i v V_{a}(t+\tau)\right] d t \tag{4.8-5}
\end{equation*}
$$

The principal reason we use the ch. $f$. is because quite a few non-lincar devices may be described by the integral

$$
\begin{equation*}
I=\frac{1}{2 \pi} \int_{u} F(i u) e^{i \nu_{u}} d u \tag{4A-1}
\end{equation*}
$$

where the function $F(i u)$ and the path of integration $C$ are chosen to fit the device. Examples of such devices are given in Appendix 4A. The correlation function $\Psi(\tau)$ of $I(t)$ is given by

$$
\begin{align*}
\Psi(\tau) & =\operatorname{Limit}_{r \rightarrow \infty} \frac{1}{T} \int_{0}^{T} I(t) I(t+\tau) d t \\
& =\operatorname{Limit}_{\tau \rightarrow \infty} \frac{1}{4 \pi^{2} T} \int_{0}^{T} d t \int_{C} F(i u) e^{i u V(t)} d u \int_{C} F(i v) e^{i v V(t+r)} d v \\
& =\frac{1}{4 \pi^{2}} \int_{C} F(i u) d u \int_{C} F(i v) d v  \tag{4.8-6}\\
& \operatorname{Limit}_{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} \exp [i u V(t)+i v V(t+\tau)] d t \\
& =\frac{1}{4 \pi^{2}} \int_{G} F(i u) d u \int_{C} F(i v) g(u, v, \tau) d v
\end{align*}
$$

This is the fundamental formula of the ch. f. method.
When $V(t)$ is the sum of a noise voltage and a regular voltage, as in (4.8-2), (4.8-6) becomes

$$
\begin{gather*}
\Psi(\tau)=\frac{1}{4 \pi^{2}} \int_{C} F(i u) e^{-\left(\psi_{0} / 2\right) u^{2}} d u \int_{c} F(i v) e^{-\left(\psi_{v} / z\right) \nabla^{2}}  \tag{4.8-7}\\
e^{-\psi_{r} u v} g_{c}(u, v, \tau) d v
\end{gather*}
$$

where $g_{d}(u, v, \tau)$ is the ch. f. of $V_{s}(t)$ and $V_{d}(t+\tau)$ given by (4.8-5). This is a definite expression for $\Psi(\tau)$. All that follows is devoted to the evaluation of this integral and to the evaluation of

$$
\begin{equation*}
W(f)=4 \int_{0}^{\infty} \Psi(\tau) \cos 2 \pi f \tau d \tau \tag{4.6-1}
\end{equation*}
$$

for the power spectrum of $I$.
Quite often $I(t)$ will contain $d c$ and periodic components. It seems convenient to deal with these separately since they correspond to terms in $\Psi(r)$ which cause the integral ( $4.6-1$ ) for $W^{\prime}(f)$ to diverge. In fact, from Section 2.2 it follows that a correlation function of the form

$$
\begin{equation*}
\Lambda^{2}+\frac{C^{2}}{2} \cos 2 \pi f_{0} \tau \tag{2.2-3}
\end{equation*}
$$

corresponds to a current

$$
\begin{equation*}
A+C \cos (2 \pi f o t-\varphi) \tag{2.2-2}
\end{equation*}
$$

where the phase angle $\varphi$ cannot be determined from (2.2-3) since it does not affect the average power.

Consider the correlation function for $V(t)=V_{s}(t)+V_{N}^{\prime}(t)$ given by (4.8-2). It is

$$
\begin{align*}
\operatorname{Limit}_{T \rightarrow \infty} & \frac{1}{T}\left[\int_{0}^{T} V_{s}(t) V_{s}(t+\tau) d t+\int_{0}^{T} V_{s}(t) V_{N}(t+\tau) d t\right. \\
& \left.\quad+\int_{0}^{T} V_{N}(t) V_{0}(t+\tau) d t+\int_{0}^{T} V_{N}(t) V_{N}(t+\tau) d t\right] \tag{4.8-8}
\end{align*}
$$

Since $V_{Q}(t)$ and $V_{N}(t)$ are unrelated the contributions of the second and third integrals vanish leaving us with the result

Correlation function of $V(t)=$ Correlation function of $V_{s}(t)$

$$
\begin{equation*}
+ \text { Correlation function of } V_{N}(l) . \tag{+.8-9}
\end{equation*}
$$

Now as $\tau \rightarrow \infty$ the correlation function of $V_{N}(l)$ becomes zero while that of $V_{s}(t)$ becomes of the type ( 2.23 ) given above. Hence the correlation function of the regular voltage $V_{0}(l)$ may be obtained from $V(t)$ by letting $r \rightarrow \infty$ and picking out the non-vanishing terms. Althnugh we have been speaking of $V(t)$, the same results hold for $I(t)$ and this process may be used to pick out those parts of $\Psi(f)$ which correspond to the $d c$ and periodic components of $I(t)$. Thus, if we look at (4.8-7) we see that as $r \rightarrow \infty, \psi_{r} \rightarrow 0$, while the $g_{s}(u, r, r)$ corresponding to $l_{Q}^{\prime}(t)$ given by (4.8-5) remains unchanged in general magnitude. This last statement may be hard to see, but examination of the cases discussed later show that it is true, at least for these cases. Thus the portion of $\Psi(\tau)$ corresponding to the $d c$ and periodic components of $I(t)$ is, setting $\psi_{r}=0$ in (4.8-7),
$\Psi_{\infty}(\tau)=\frac{1}{4 \pi^{2}} \int_{c} F(i u) e^{-\left(\psi_{0}(2) u^{2}\right.} d u \int_{C} F(i v) e^{-\left(\psi_{0} / 2\right) v^{2}} g_{0}(u, v, \tau) d v$
where the subscript $\infty$ indicates that $\Psi_{\infty}(\tau)$ is that part of $\Psi(\tau)$ which does not vanish as $\boldsymbol{r} \rightarrow \infty$.

We may write ( $4.8-9$ ), when applied to $I(t)$, as

$$
\begin{equation*}
\Psi(\tau)=\Psi_{\infty}(\tau)+\Psi_{c}(\tau) \tag{4.8-11}
\end{equation*}
$$

where $\Psi_{c}(\tau)$ is the correlation function of the "continuous" portion of the power spectrum of $I(t)$.

Incidentally, the separation of $\Psi(\tau)$ into the two parts shown in (4.8-11) may be avoided if one is willing to use the $\delta(f)$ functions in order to interpret the integral in (4.6-1) as explained in Section 2.2. This method gives the proper $d c$ and sinusoidal components even though (4.6-1) does not converge (because of the presence of the terms leading to $\Psi_{\infty}(\tau)$ ).

### 4.9 Noise Plus Sine Wave Aprlied to Non-Linear Device

In order to illustrate the characteristic function method described in Section 4.8 we shall consider the case of a non-linear device specified by

$$
\begin{equation*}
I=\frac{1}{2 \pi} \int_{\varepsilon} F(i u) e^{i V u} d u \tag{4~A-1}
\end{equation*}
$$

when $l^{\prime}$ consists of a noise voltage plus a sine wave:

$$
\begin{equation*}
V(t)=P \cos p t+V_{N}(t) \tag{4.1-13}
\end{equation*}
$$

As usual, $\mathrm{I}^{\prime}(\mathrm{l})$ has the power spectrum $w(f)$ and the correlation function $\psi(\tau) . \psi(\tau)$ is often written as $\psi_{\tau}$ for the sake of shortness. Comparing (4.1-13) with (4.8-2) gives

$$
\begin{equation*}
V_{s}(1)=P \cos p t \tag{4.9-1}
\end{equation*}
$$

Our first task is to compute the ch. f. go $(u, v, \tau)$ for the pair of random variables $V_{0}(t)$ and $V_{0}(t+\tau)$. We do this by using the integral (4.8-5):

$$
\begin{align*}
g_{o}(u, v, \tau) & =\operatorname{Limit}_{\tau \rightarrow \infty} \frac{1}{\dddot{T}} \int_{0}^{T} \exp [i u P \cos p t+i v P \cos p(t+\tau)] d t  \tag{4.9-2}\\
& =J_{0}\left(P \sqrt{u^{2}+v^{2}+2 u v \cos p \tau}\right)
\end{align*}
$$

where $J_{0}$ is a Bessel function. The integration is performed by writing
$u \cos p t+v \cos p(t+r)=(u+v \cos p r) \cos p t-r \sin p r \sin p t$

$$
=\sqrt{u^{2}+v^{2}+2 u v \cos p \tau} \cos (p t+\text { phase angle })
$$

and using the integral

$$
J_{0}(z)=\frac{1}{2 \pi} \int_{0}^{n \pi} e^{\mathrm{ditcos} t} d t
$$

The correlation function for (4.1-13) has also been given in Section 3.10.
The correlation function $\Psi(t)$ for $I(t)$ may now be oltained by substituting the above expressions in (4.8-7)

$$
\begin{align*}
& \Psi(\tau)=\frac{1}{4 \pi^{2}} \int_{c} d u F(i u) e^{-\left(\psi_{0} / 2\right) u^{2}} \int_{c} d v F(i v) e^{-\left(\psi_{0} / 2\right) v^{2}}  \tag{4.9-3}\\
& \quad e^{-\psi_{r^{u}} u v} J_{0}\left(P \sqrt{\left.u^{2}+v^{2}+2 u v \cos p r\right)} .\right.
\end{align*}
$$

$\Psi_{\infty}(r)$, the correlation function for the d.c. and periodic components of $I$, may, according to (4.8-10), be obtained from this by setting $\psi_{\mathrm{r}}$ equal to zero.

When we have a particular non-linear device in mind the appropiate $F($ iiu may often be obtained from Appendix 4A. For example, $F($ iiu $)$ for a linear rectifier is $-u^{-2}$. Inserting this value in ( $4.9-3$ ) gives a definite
double integral for $\Psi(\tau)$. If there were some easy way to evaluate this integral then eversthing would be fine. Uinfortunately, no simple method of evaluation has ret been found. However, one metholl is availatle which is closely related to the direct method used by Bennett. It is based on the expansion

$$
\begin{align*}
g_{0}(u, v, \tau) & =J_{0}\left(P \sqrt{u^{2}+v^{2}+2 u v \cos p \tau}\right) \\
& =\sum_{n \rightarrow \theta}^{\infty} \epsilon_{n}(-)^{n} J_{n}(P u) J_{n}(P v) \cos n p \tau  \tag{4.9-4}\\
\epsilon_{0} & =1, \quad \epsilon_{n}=2 \text { for } n \geq 1
\end{align*}
$$

This expansion enables us to write the troublesome terms in (4.9-3) as

$$
\begin{align*}
& e^{-\psi_{r} n v} J_{0}\left(P \sqrt{u^{2}+v^{2}+2 u v \cos p r}\right) \\
&=\sum_{n=0}^{\infty} \sum_{k=0}^{\infty}(-)^{n+k} e_{n} \cos n p \tau \begin{array}{c}
\left(\psi_{r} u v\right)^{k} \\
k!
\end{array} J_{n}(P u) J_{n}(P v) \tag{4.9-5}
\end{align*}
$$

The virtue of this double sum is that it simplifies the integration. Thus, putting it in (4.9-3) and setting

$$
\begin{equation*}
h_{n k}=\frac{i^{n+h}}{2 \pi} \int_{c} F(i u) u^{k} J_{n}\left(P_{u} u\right) e^{-\left(\phi_{0} / 2\right) u^{k}} d u \tag{4.9-6}
\end{equation*}
$$

gives

$$
\begin{equation*}
\Psi(\tau)=\sum_{n=0}^{\infty} \sum_{k=0}^{\infty} \frac{1}{k!} \psi_{r}^{k} / h_{n k}^{2} \epsilon_{n} \cos n p \tau \tag{4.9-7}
\end{equation*}
$$

The correlation function $\Psi_{\infty}(\tau)$ for the dc and periodic components of $I$ are obtained by letting $\tau \rightarrow \infty$ where $\psi_{r} \rightarrow 0$. Only the terms for which $k=0$ remain:

$$
\begin{equation*}
\Psi_{\infty}(\tau)=\sum_{n=0}^{\infty} \epsilon_{n} h_{n 0}^{2} \cos n p r \tag{4.9-8}
\end{equation*}
$$

Comparing this with the known fact that the correlation function of

$$
\begin{equation*}
A+C \cos \left(2 \pi f_{0} t-\varphi\right) \tag{2.2-2}
\end{equation*}
$$

is

$$
\begin{equation*}
A^{2}+\frac{C^{2}}{2} \cos 2 \pi f_{0} r \tag{2.2-3}
\end{equation*}
$$

and remembering that $\epsilon_{0}$ is one while $\epsilon_{n}$ is two for $n \geq 1$ shows that

$$
\begin{equation*}
\text { Amplitude of dc component of } I=h_{00} \tag{4.9-9}
\end{equation*}
$$

Amplitude of $\frac{n p}{2 \pi}$ component of $I=2 h_{n 0}$

Incidentally, these expressions for the amplitudes follow almost at once from the direct method of solution. This will be shown in connoction with equation (4.9-17).

Since the correlation function $\Psi_{d}(\tau)$ for the continuous portion $W_{c}(f)$ of the power spectrum for $I$ is given by

$$
\begin{equation*}
\Psi_{e}(\tau)=\Psi(\tau)-\Psi_{\infty}(\tau), \tag{4.8-11}
\end{equation*}
$$

we also have

$$
\begin{equation*}
\Psi_{c}(\tau)=\sum_{n=0}^{\infty} \sum_{k=1}^{\infty} \frac{1}{k!} \psi_{=}^{k} h_{n k}^{2} \epsilon_{n} \cos n p \tau \tag{4.9-10}
\end{equation*}
$$

When this is substituted in

$$
\begin{equation*}
W_{e}(f)=4 \int_{0}^{\infty} \Psi_{c}(\tau) \cos 2 \pi f \tau d \tau \tag{4.9-11}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
W_{\mathrm{c}}(f)=\sum_{n=0}^{\infty} \sum_{k=1}^{\infty} \frac{2 \epsilon_{n}}{k!} h_{n k}^{2}\left[G_{k}\left(f-\frac{n p}{2 \pi}\right)+G_{k}\left(f+\frac{n p}{2 \pi}\right)\right] \tag{4.9-12}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{k}(f)=\int_{0}^{\infty} \psi_{\mathrm{r}}^{k} \cos 2 \pi f \tau d \tau \tag{4.9-13}
\end{equation*}
$$

is the function studied in Appendix 4C. $G_{k}(f)$ is an even function of $f$. The double series (4.9-12) for $W_{0}$ looks rather formidable. However, when we are interested in a particular portion of the frequency spectrum often only a few terms of the series are needed.

It has been mentioned above that the direct method of obtaining the output power spectrum is closely related to the equations just derived. We now study this relation.

We start with the following result from modulation theory ${ }^{\text {b0 }}$ : Let the voltage

$$
\begin{align*}
& V=P_{0} \cos x_{0}+P_{1} \cos x_{1}+\cdots+P_{N} \cos x_{N} .  \tag{4.9-14}\\
& x_{k}=p_{1} t, \quad k=0,1, \cdots N,
\end{align*}
$$

where the $p_{k}$ 's are incommensurable, be applied to the device ( $4 \mathrm{~A}-1$ ). The output current is

$$
\begin{align*}
& I=\sum_{m_{0}=0}^{\infty} \cdots \sum_{m_{N}=0}^{\infty} \frac{1}{2} A_{m_{0} \cdots m_{N}} \epsilon_{m_{0}}  \tag{4.9-15}\\
& \cdots \epsilon_{m_{N}} \cos m_{0} x_{0} \cos m_{1} x_{1} \cdots \cos m_{N} x_{N}
\end{align*}
$$

[^26]where $\epsilon_{0}=1$ and $\epsilon_{m}=2$ for $m \geq 1$. When the product of the cosines is expressed as a sum of cosines of the angles $m_{0} x_{0} \pm m_{1} x_{1} \cdots \pm m_{N} x_{N}$, it is seen that the coefficient of the typical term is $A_{m_{0} \cdots m_{N}}$, except when all the $m$ 's are zero in which case it is $\frac{1}{3} A_{0} \ldots 0$. Thus
\[

$$
\begin{align*}
\frac{1}{3} A_{00} \cdots 0 & =\text { dc component of } I \\
\left|A_{m_{0} \cdots m_{N}}\right| & =\text { amplitude of component of frequency }  \tag{4.9-16}\\
\left.\frac{1}{2 \pi} \right\rvert\, m_{0} p_{0} & \pm m_{1} p_{1} \pm \cdots \pm m_{N} p_{N} \mid
\end{align*}
$$
\]

For all values of the $m$ 's,

$$
\begin{gather*}
A_{m_{0} \cdots m_{N}}=i_{\pi}^{i^{H}} \int_{G} F(i u) \prod_{r=0}^{N} J_{m_{r}}\left(P_{r} u\right) d u  \tag{4.9-17}\\
M=m_{0}+m_{1}+\cdots+m_{N}
\end{gather*}
$$

Following Bennett's procedure, we identify $V$ as given by (4.9-14), with

$$
\begin{equation*}
V=P \cos p l+V_{N} \tag{4.1-13}
\end{equation*}
$$

by setting $P_{0}=P, p_{0}=p$, and representing the noise voltage $V_{N}$ by the sum of the remaining terms. Since this makes $P_{1}, P_{N}$ all very small, Laplace's process indicates that in (4.9-17) we may put

$$
\begin{align*}
\prod_{r=1}^{N} J_{0}\left(P_{r} u\right) & =\exp -\frac{u^{2}}{4}\left(P_{1}^{2}+\cdots+P_{N}^{2}\right)  \tag{4.9-18}\\
& \approx e^{-\phi_{0} u^{1 / 2}}
\end{align*}
$$

We have used the fact that $\psi_{0}$ is the mean square value of $V_{N}$. It follows from these equations that

$$
\text { dc component of } I=\frac{1}{2 \pi} \int_{c} F(i u) J_{0}(P u) e^{\left(-\nabla_{0} / 2\right) u^{2}} d u
$$

$$
\text { Component of frequency } \frac{n \rho}{2 \pi}=\frac{i^{n}}{\pi} \int_{c} F(i u) J_{n}(P u) e^{-\nu_{0} u^{2} / 2} d u
$$

These results are identical with those of (4.9-9).
The equations just derived show that $h_{\mathrm{n} 0}$ is to be associated with the $n^{\text {th }}$ harmonic of $p$. In much the same way it may be shown that $h_{n k}$ is to be associated with the modulation products arising from the $n^{\text {th }}$ harmonic of $p$ and $k$ of the elementary sinusoidal components representing $V_{N}$. We consider only combinations of the form $p_{1} \pm p_{2} \pm p_{3}$, taking $k=3$ for example, and neglect terms of the form $3 p_{1}$ and $2 p_{1} \pm p_{2}$. The former type is much more numerous, there being about $N^{3}$ of them while there are only about $N$ and $N^{2}$, respectively, of the latter type.

We again take $k=3$ and consider $m_{1}, m_{8}, m_{3}$ to be one, and $m_{4}, \cdots m_{N}$ to be zero, corresponding to the modulation product $n p \pm p_{1} \pm p_{2} \pm p_{3}$. By making the same sort of approximations as Bennett does we find

$$
\begin{aligned}
A_{n, 1,1,1,0,0 \ldots 0} & =\frac{i^{n+8}}{\pi} \frac{P_{1} P_{2} P_{3}}{8} \int_{G} F(i u) J_{w}(P u) u^{8} e^{\left(-u^{1 / 2)} \psi_{0}\right.} d u \\
& =\frac{P_{1} P_{2} P_{3}}{4} h_{n 3}
\end{aligned}
$$

When any other modulation product of the form $n p \pm p_{r_{1}} \pm p_{r_{2}} \pm p_{r_{g}}$ is considered we get a similar expression in which $P_{1} P_{y} P_{3}$ is replaced by $P_{r_{1}} P_{r_{2}} P_{r_{1}}$. This may be done for any value of $k$. The result indicates that $h_{n k}$, and consequently also the ( $\left.n, k\right)^{\text {th }}$ terms in the double series (4.9-10) and (4.9-12) for $\Psi_{c}(r)$ and $W_{c}(f)$, are to be associated with the modulation products of order ( $n, k$ ), the $n$ referring to the signal and the $k$ to the noise components.

We now may state a theorem due to Middleton regarding the total power in the modulation products of a given order. For a given non-linear device (i.e. $F(i u)$ is given), the total power which would be dissipated by all of the modulation products which are of order ( $n, k$ ) if $I$ were to flow through a resistance of one ohm is

$$
\begin{equation*}
\Psi_{n k}(0)=\frac{\epsilon_{n}[\psi(0)]^{k}}{k!} h_{n k}^{2}=\frac{\epsilon_{n}\left[\overline{V_{N}^{2}}\right]^{k} h_{n k}^{2}}{k!} \tag{4.9-19}
\end{equation*}
$$

The important feature of this expression is that it depends only on the r.m.s. value of $V_{N}$ and on $F(i u)$. It depends not at all upon the spectral distribution of the noise power in the input.
The proof of (4.9-19) is based on the relation

$$
\Psi_{m k}(0)=\int_{0}^{\infty} W_{n k}(f) d f
$$

between the total power dissipated by all the ( $n, k$ ) order products and the corresponding correlation function obtained from (4.9-7).
This theorem has been used by Middleton to show that when the input is confined to a relatively narrow frequency band, so that the output spectrum consists of bands, the power in each band depends only on $\overline{V_{N}^{2}}$ and not on the spectrum of $V_{N}$.

### 4.10 Miscellaneous Results Obtained by Correlation Function Method

In this section a number of results which may be obtained from the theory given in the sections following 4.6 are given.

When the input to the square law device

$$
\begin{equation*}
I=a V^{2} \tag{4.1-1}
\end{equation*}
$$

consists of noise only, so that $V=V_{N}$, the correlation function for $l$ i:

$$
\begin{equation*}
\Psi(\tau)=\alpha^{2}\left[\psi_{0}^{2}+2 \psi_{r}^{2}\right] \tag{4.10-1}
\end{equation*}
$$

where $\psi_{r}$ is the correlation function of $\mathcal{V}_{N}$. This may be compared with equation (3.9-7). When $V$ is general,

$$
\begin{align*}
\mathbf{\Psi}(\tau) & =\text { ave. } I(t) I(t+v) \\
& =\text { ave. } \alpha^{2} V^{2}(t) V^{2}(t+\tau) \\
& =\alpha^{2} \times \text { Coefficient of } \frac{(i u)^{2}}{2!}\left(\frac{i v}{}\right)^{2} \text { in power series expansion }  \tag{4.10-2}\\
& \text { of ch. f. of } V(t), V(t+\tau)
\end{align*}
$$

where we hate used a known property of the characteristic function. An expression for the ch. I., denoted by $g(u, r, \tau)$, is given by (4.8-4). For example, when $V$ consists of a sine wave plus noise, (4.1-13), the ch. $f$. is ubtainable from (4.9-3). Hence, $\Psi(r)=$ Coeff. of $u_{i}^{u^{2} v^{2}}$ in expansion of

$$
\begin{array}{r}
\alpha^{2} J_{0}\left(P \sqrt{u^{2}+v^{2}+2 u v \cos p r}\right) \\
\times \exp \left[-\frac{\psi_{0}}{2}\left(u^{2}+v^{2}\right)-\psi_{r} u v\right]  \tag{4.10-3}\\
=\alpha^{2}\left[\left(\frac{P}{2}+\psi_{0}\right)^{2}+{ }_{8}^{p^{4}} \cos 2 p r+2 p^{2} \psi_{\mathrm{r}} \cos p r+2 \psi_{r}^{2}\right]
\end{array}
$$

The first two terms give the de and second harmonic. The last two terms may be used to compute $W_{\mathrm{o}}(f)$ as given by (4.5-13).

Expressions (4.10-1) and (4.10-3) are special cases of results obtained by Middleton who has studied the general theory of the quadratic rectifier by using the Van Vleck-North method, described in Section 4.7.

As an example to which the theory of Section 4.9 may he applied we consider the sine wave plus moise, (4.1-13), to be applied to the $p$-liw rectifier

$$
\begin{array}{ll}
I=0, & \mathrm{~V}<0  \tag{4.10-4}\\
I=V, & V>0
\end{array}
$$

From the table in Aypemdix 4.4 it is seen that

$$
F(i u)=\Gamma^{\prime}(\nu+1)(i u)^{-v}
$$

and that the path of integration $C$ runs along the real axis from $-\infty$ to $\infty$ with a downward indentation at the origin. The intefral (4.9-6) for $h_{n k}$ becomes

$$
\begin{aligned}
h_{n b} & =\frac{i^{n+k-n-1}}{2 \pi} \Gamma(\nu+1) \int_{c} u^{k---1} J_{n}(P u) e^{-\left(\psi_{0} / 2\right) u^{2}} d u \\
& =\frac{\left(\frac{\psi_{0}}{2}\right)^{(n-k) / 2} x^{n / 2} \Gamma(\nu+1)}{2 \Gamma\left(\frac{2-k-n+\nu}{2}\right) n!} F_{1}\left(\frac{k+n-\nu}{2} ; n+1 ;-x\right) \\
x & =\frac{P^{2}}{2 \psi_{0}}
\end{aligned}
$$

where the integration has been performed by expanding $J_{n}\left(P{ }^{\prime} u\right)$ in powers of $u$ and using

$$
\begin{align*}
\int_{c} e^{-a u^{2} u^{2 \lambda-1} d u} & =i e^{-\lambda(\tau} a^{\lambda} \sin \dot{\lambda} \pi \Gamma(\lambda) \\
& =\frac{a^{-\lambda}}{2}\left(1-e^{-2 \lambda i \pi}\right) \Gamma(\lambda)  \tag{4.10-6}\\
& =\frac{i \pi e^{-\lambda i r}}{a^{\lambda} \Gamma(1-\lambda)}
\end{align*}
$$

it being understood that $\arg u=0$ on the positive portion of $C$.
From (4.9-9), the $d c$ component of $I$ is

$$
\begin{equation*}
h_{\infty}=\frac{\Gamma(1+\nu)}{2 \Gamma\left(1+\frac{\nu}{2}\right)}\left(\frac{\psi_{0}}{2}\right)^{\nu / 2}{ }_{1} F_{1}\left(-\frac{\nu}{2} ; 1 ;-x\right) \tag{4.10-7}
\end{equation*}
$$

which reduces to the expression (4.2-3) when $v=1$ for the linear rectifier (aside from the factor $\alpha$ ).

When the input (sine wave plus noise) is confined to a relatively narrow band, and when we are interested in the low frequency output, consideration of the modulation products suggests that we consider the difference products from the products of order $(0,0),(0,2),(0,4), \cdots(1,1),(1,3), \cdots(2,0)$, $(2,2), \cdots$ etc. where the typical product is of order $(n, k)$. The orders $(0,0)$ and $(2,0)$ give the $d c$ and second harmonic and hence are not considered in the computation of $\mathrm{W}^{\prime}(f)$. Of the remaining terms, either ( 0,2 ) or $(1,1)$ gives the greatest contribution to the series (4.9-12) and (4.9-10) for $W_{c}(f)$ and $\Psi_{c}(\tau)$. The remaining terms contribute less and less as $n$ and
$k$ increase. The low frequency portion of the continuous portion of the output power spectrum is then, from (4.9-12),

$$
\begin{align*}
W_{0}(f)= & \frac{4}{2!} h_{02}^{2} G_{2}(f)+\frac{4}{4!} h_{04}^{2} G_{0}(f)+\cdots \\
& +\frac{4}{1!} h_{11}^{2}\left[G_{1}\left(f-f_{0}\right)+G_{1}\left(f+f_{0}\right)\right]+\frac{4}{3!} h_{18}^{2}\left[G_{3}\left(f-f_{0}\right)\right.  \tag{4.10-8}\\
& \left.+G_{3}\left(f+f_{0}\right)\right]+\frac{4}{2!} h_{21}^{2}\left[G_{8}\left(f-2 f_{0}\right)+G_{2}\left(f+2 f_{0}\right)\right]+\cdots
\end{align*}
$$

From Table 2 of Appendix 4 C we may pick out the low frequency portions of the $G$ 's. It must be remembered that $G_{m}(x)$ is an even function of $x$ and that $0<f \ll f_{0}$.

As an example we take the input noise $V_{N}$ to have the same $w(f)$ and $\psi(\tau)$ as Filter a, the normal law filter, of Appendix 4 C , so that

$$
w(f)=\frac{1}{0 \sqrt{2 \pi}} e^{-\left(f-f_{0}\right)^{1} / 2 \sigma^{2}}
$$

and assume that the sine wave signal is at the middle of the band, giving $p=2 \pi f_{0}$. Thus, from (4.10-8), for low frequencies and the normal law distribution of the input noise power,

$$
\begin{align*}
W_{0}(f)=\frac{1}{4 \sigma \sqrt{\pi}} h_{03}^{2} \psi_{0}^{2} e^{-f^{2} / \omega^{2}}+ & \frac{1}{64 \sigma \sqrt{2 \pi}} h_{0}^{2} \psi_{0}^{4} e^{-\rho^{2} / / \sigma_{0}^{2}} \\
& +\frac{2}{\sigma \sqrt{2 \pi}} h_{11}^{2} \psi_{0} e^{-f^{2} / 2 \sigma^{2}}+\frac{1}{4 \sigma \sqrt{6 \pi}} h_{13}^{2} \psi_{0}^{2} e^{-f^{2} / \sigma_{0}^{2}}  \tag{4.10-9}\\
& \quad+\frac{1}{4 \sigma \sqrt{\pi}} h_{3 z}^{2} \psi_{0}^{2} e^{-\rho^{2} / \sigma^{2}}+\cdots
\end{align*}
$$

Although we have been speaking of the $\nu$-law rectifier, equation (4.10-9) gives the low frequency portion of $W_{0}(f)$, corresponding to a normal law noise power, for any non-linear device provided the proper $h_{n k}$ 's are inserted.

When we set $y$ equal to one in the expression (4.10-5) for $h_{n k}$ we may obtain the results given by Bennett. Middleton has studied the output of a biased linear rectifier, when the input consists of a sine wave plus noise, and also the special case of the unbiased linear rectifier. He has computed the output for a wide range of the ratios $P^{1} / \psi_{0}, B^{2} / \psi_{0}$ where $B$ is the bias. In order to cover the entire range he had to derive two series for the corresponding $h_{\text {nk }}$ 's, each series being suitable for its particular portion of the range.

A special case of (4.10-9) occurs when noise alone is applied to a linear rectifier. The low frequency portion of the output power spectrum is

$$
\begin{align*}
W_{s}(f)= & \frac{\psi_{0}}{\pi} \sum_{m=1}^{\infty} \frac{\left(-\frac{1}{2}\right)_{m}\left(-\frac{1}{2}\right)_{m}}{m!m!} \frac{1}{\sigma \sqrt{4 m \pi}} e^{-f^{2} / / m \sigma^{2}} \\
= & \frac{\psi_{0} \pi^{-8 / 2}}{2 \sigma}-\left[\frac{1}{s^{-f^{2} / c^{2}}}+\frac{1}{64 \sqrt{2}} e^{-f^{2} / 8 \sigma^{2}}\right.  \tag{4.10-10}\\
& \left.\quad+\frac{1}{256 \sqrt{3}} e^{-f^{2} / 12 \sigma^{2}}+\cdots\right]
\end{align*}
$$

where we have used (4.7-6) and Table 2 of Appendix 4C.
The correlation function of

$$
V_{0}=P \cos p t+Q \cos q t
$$

where $p$ and $\{$ are incommensurable, is

$$
J_{0}\left(P \sqrt{u^{2}+v^{2}+2 u v \cos p r}\right) \times J_{0}\left(Q \sqrt{u^{2}+v^{2}+2 u v \cos q r}\right)
$$

From equations (4.9-16) and (4.9-17) it is seen immediately that

$$
\begin{equation*}
h_{000}=\frac{1}{2 \pi} \int_{c} F(i u) J_{0}\left(P_{u}\right) J_{0}(Q u) e^{-\left(u^{2} / 2\right) \psi_{0}} d u \tag{4.10-11}
\end{equation*}
$$

is the d.c. component of $I$ when the applied voltage is

$$
\begin{equation*}
P \cos p t+Q \cos q t+V_{N} . \tag{4.1-4}
\end{equation*}
$$

J. R. Ragazzini has obtained an approximate expression for the output power spectrum when the voltage

$$
\begin{align*}
& V=V_{t}+V_{N}  \tag{4.10-12}\\
& V_{t}=Q(1+r \cos p t) \cos q t
\end{align*}
$$

is impressed on a linear rectifier. ${ }^{40}$ In terms of our notation his expression for the continuous portion of the power spectrum is (for low frequencies)

$$
W_{0}(f)=\frac{1}{\pi^{2} a^{2}\left(Q^{2}+2 \psi_{0}\right)} \times\left[\begin{array}{l}
W_{0}(f) \text { given by equation }  \tag{4.10-13}\\
(4.5-17) \text { for square law device }
\end{array}\right]
$$

The $\alpha^{2}$ is put in the denominator to cancel the $\alpha^{2}$ in the expression (4.5-17). We take the linear rectifier to be

$$
I=\left\{\begin{array}{l}
0, V<0  \tag{4.1C-14}\\
V, 0<V
\end{array}\right.
$$

and replace the index of modulation, $k$, in (4.5-17) by $r$.

[^27]Ragazzini's formula is quite accurate when the index of modulation $r$ is small, especially when $y=Q^{2} /\left(2 \psi_{0}\right)$ is large. To show this we put $r=0$ in (4.10-13) and obtain

$$
\begin{align*}
W_{c}(f)=\frac{1}{\pi^{2}\left(Q^{2}+2 \psi_{0}\right)}\left[Q^{2} w\left(f_{q}-f\right)\right. & +Q^{2} w\left(f_{q}+f\right) \\
& \left.+\int_{-\infty}^{+\infty} w(x) w(f-x) d x\right] \tag{4.10-15}
\end{align*}
$$

where $f_{q}=q /(2 \pi)$. This is to the compared with the low frequency portion of $W_{c}(f)$ obtained by specializing ( $4.10-8$ ) to obtain the output power spectrum of a linear rectifier when the input consists of a sine wave plus noise. The leading terms in ( $4.10-8$ ) give

$$
\begin{align*}
W_{c}(f)=h_{11}^{2}\left[w\left(f_{\mathrm{c}}-f\right)+w\left(f_{\mathrm{a}}\right.\right. & +f)] \\
& +h_{02}^{2} \frac{1}{4} \int_{-\infty}^{+\infty} w(x) w(f-x) d x \tag{4.10-16}
\end{align*}
$$

The values of the $h$ 's appropriate to a linear rectifier are obtained by setting $\nu=1$ in (4.10-5) and noticing that $Q$ now plays the role of $P$.

$$
\begin{align*}
h_{11} & =\frac{1}{2}\left(\frac{y}{\pi}\right)^{1 / 2}{ }_{1} F_{1}\left(\frac{1}{2} ; 2 ;-y\right) \\
h_{01} & =\left(2 \pi \psi_{0}\right)^{-3 / 2}{ }_{1} F_{1}\left(\frac{3}{3} ; 1 ;-y\right)  \tag{4.10-17}\\
y & =Q^{2} /\left(2 \psi_{0}\right)
\end{align*}
$$

Incidentally, the first approximation to the output of a linear rectifier given by (4.10-16) is interesting in its own right. Fig. 9 shows the low frequency portion of $W_{0}(f)$ as computed from (4.10-16) when the input noise is uniformly distributed over a narrow frequency band of width $\beta$, $f_{q}$ being the mid-band frequency. $h_{11}$ and $h_{02}$ may be obtained from the curves shown in Fig. 10. In these figures $P$ and $x$ replace $Q$ and $y$ of (4.10-17) in order to keep the notation the same as in Fig. 8 for the square law device. These curves may also be obtained from equations (33) to (43) of Bennett's paper.

The following values are useful for our comparison.

$$
\begin{align*}
\text { When } x & =0 & & \text { When } x \text { is large } \\
h_{11} & =0 & & h_{11}=1 / \pi  \tag{4.10-18}\\
h_{02} & =\left(2 \pi \psi_{0}\right)^{-1 / 2} & & h_{02}=1 /(\pi Q) .
\end{align*}
$$

The values for large $x$ are obtained from the asymptotic expansion ( $4 B-3$ ) given in Appendix $4 B$.
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Fig. 9


Fig. 10 - Coefficients for linear detector output shown on Fig. 9

$$
P h_{01}=\sqrt{\frac{x}{\pi}}{ }_{1} F_{1}\left(\frac{1}{2} ; 1 ;-x\right) \quad A_{11}=\frac{1}{2} \sqrt{\frac{x}{\pi}}{ }_{1} F_{1}\left(\frac{1}{2} ; 2 ;-x\right)
$$

We make the first comparison between ( $4.10-15$ ) and ( $4.10-16$ ) by letting $Q \rightarrow \infty$. It is seen that both reduce to

$$
\begin{equation*}
W_{0}(f)=\frac{1}{x^{3}}\left[w\left(f_{v}-\Omega\right)+w\left(f_{\mathrm{a}}+\rho\right]\right. \tag{4.10-19}
\end{equation*}
$$

which shows that the agreement is perfect in this case. Next we let $Q=0$. The two expressions then give

$$
W_{c}(f)=\frac{1}{A 2 \pi \bar{\psi}_{0}} \int_{-\infty}^{+\infty} w(x) w(f-x) d x
$$

where $A=\pi$ for Ragazzini's formula and $A=4$ for (4.10-16). Thus the agreement is still quite good. The limiting value for (4.10-16) may also be obtained from (4.7-8).

Even if the index of modulation $r$ is not negligibly small it may be shown that when $Q \rightarrow \infty W_{0}(f)$ still approaches the value given by (4.10-19). Ragazzini's formula gives a somewhat larger answer because it includes the additional terms, shown in (4.5-17), which contain $k^{2} / 4$, but this difference does not appear to be serious. If the $Q^{2}+2 \psi_{0}$ in the denominator of (4.1013) be replaced by $Q^{2}+\frac{1}{2} Q^{2} k^{2}+2 \psi_{0}$ the agreement is improved.

## APPENDTX 4A

Table of Non-linfar Devices Spectiffi by Integrals
Quite a number of non-linear devices may be specified by integrals of the form

$$
\begin{equation*}
I=\frac{1}{2 \pi} \int_{c} F(i u) e^{i v u} d u \tag{4A-1}
\end{equation*}
$$

where the function $F(i u)$ and the path of integration $C$ are chosen to fit the device.* The table gives examples of such devices. Some important cases cannot be simply represented in this form. An example is the limiter

$$
\begin{array}{lc}
I=-\alpha D, & V<-\mathrm{D} \\
I=\alpha V, & -D<V<D \\
I=\alpha D, & D<V \tag{4~A-2}
\end{array}
$$

which may be represented as

$$
\begin{align*}
I & =\frac{2 \alpha}{\pi} \int_{0}^{\infty} \sin V u \sin D u \frac{d u}{u^{3}} \\
& =-\alpha D+\frac{2 \alpha}{2 \pi i} \int_{C} e^{i v u} \sin D u \frac{d u}{u^{2}} \tag{4A-3}
\end{align*}
$$

where $C$ runs from $-\infty$ to $+\infty$ and is indented downward at the origin. This is not of the form assumed in the theory of Part IV. However it appears that it would not be difficult to extend the theory in the particular case of the limiter.

[^28]$$
I=\frac{1}{2 \pi} \int_{C} F(i u)_{e} \sqrt{V u} d u
$$

| $I$ | $F(i a)$ | C | Type of Device |
| :---: | :---: | :---: | :---: |
| $I=\alpha V^{n}, n$ integer | $\frac{\alpha}{(i u t)} \frac{n t}{n+i}$ | Positive Loop around $u=0$ | nth power device |
| $I \approx \underset{\substack{\sim \\ \text { integer }}}{ }(V-B)^{n}, n$ | $\frac{\alpha M!}{(i n)^{n+i}} e^{-i n A}$ | Positive Loop around $u=0$ | nth power device with bias |
| $\begin{array}{ll} I=0, & V<0 \\ I=\alpha V, & 0<V \end{array}$ | $\frac{\alpha}{(i u)^{2}}=-\frac{\alpha}{u^{2}}$ | Real $u$ axis from $-\infty$ to $+\infty$ with downward indentation at $u=0$ | Linear rectifier cut-off at $V=0$ |
| $\begin{aligned} & I=0, V<B \\ & I=a(V-B)^{V}, \\ & V>B \\ & y \text { any positive number } \end{aligned}$ | $\frac{\alpha \Gamma(\nu+1)}{(i u)^{-j+1}} \sigma^{-\ln B}$ | " | pth power rectifier with bias |
| $\begin{aligned} & I=0, \quad V<0 \\ & I=\alpha V, \\ & I=\frac{\alpha}{=}<D, D \end{aligned}$ | $\frac{\alpha\left(1-e^{-i u D}\right)}{(i u)^{2}}$ | " | Linear rectifier plus limiter |
| $\begin{array}{ll} I_{1}=0, & V<0 \\ I_{0}=p(V), & V>0 \end{array}$ | $F(p)=\int_{0}^{\infty} e^{-p t p(t) d t}$ | " |  |

## APPENDIX 4B

## The Function ${ }_{1} F_{1}(a ; c ; x)$

In problems concerning a sine wave plus noise the hypergeometric function

$$
\begin{equation*}
{ }_{1} F_{1}(a ; c ; z)=1+\frac{a z}{c 1!}+\frac{a(a+1)}{c(c+1)} \frac{z^{2}}{2!}+\cdots \tag{4B-1}
\end{equation*}
$$

arises. Here we state some of its properties which are of use in the theory of Part IV. Curves of ${ }_{2} F_{1}(a ; c ; z)$ are given for $a=-4,-3.5 \cdots, 3.5$, 4.0 and $c=-1.5,-.5,+.5,1,1.5,2,3,4$ in the 1938 edition, page 275, of "Tables of Functions", by Jahnke and Emde. A list of properties of the function and other references are also given. In addition to these references we mention E. T. Copson, "Functions of a Complex Variable" (Oxford, 1935), page 260.
If $c$ is not a negative integer or zero

$$
\begin{equation*}
{ }_{1} F_{1}(a ; c ; s)=e_{1} F_{1}(c-a ; c ;-z) . \tag{4~B-2}
\end{equation*}
$$

When $R(z)>0$ we have the asymptotic expansions

$$
\begin{align*}
& { }_{1} F_{1}(a ; c ; s) \sim \frac{\Gamma(c) e^{*}}{\Gamma(a) z^{2}-a}\left[1+\frac{(1-a)(c-a)}{1!z}\right. \\
& \left.+\frac{(1-a)(2-a)(c-a)(c-a+1)}{21 \varepsilon^{2}}+\cdots\right] \\
& { }_{1} F_{1}(a ; c ;-z) \sim \frac{\Gamma(c)}{1^{\prime}(c-a) z^{a}}\left[1+\frac{a(1+a-c)}{1!z}\right.  \tag{4B-3}\\
& \left.+\frac{a(a+1)(1+a-c)(2+a-c)}{2!z^{2}}+\cdots\right]
\end{align*}
$$

Many of the hypergeometric functions encountered may be expressed in terms of Bessel functions of the irst kind for imaginary argument. The connection may be made by means of the relation ${ }^{51}$

$$
\begin{equation*}
{ }_{1} F_{1}\left(\nu+\frac{1}{2} ; 2 \nu+1 ; z\right)=2^{2 \nu} \Gamma(\nu+1) z^{-r} e^{z / 2} I_{\nu}\left(\frac{z}{2}\right) \tag{4~B-4}
\end{equation*}
$$

together with the recurrence relations

| 1. $a^{\text {a }}$ | $\begin{gathered} F a \\ (a-c) \end{gathered}$ | $F_{\text {ct }}$ | $i_{c}$ | $F$ $c-2 a-z$ |
| :---: | :---: | :---: | :---: | :---: |
| 2. ac |  | $(c-a) z$ |  | $-c(a+z)$ |
| 3. a |  |  | 1-c | $c-a-1$ |
| 4. | - | -2 |  | c |
| 5. | $a-c$ |  | $c-1$ | $1-a-2$ |
| 6. |  | $(c-a) 2$ | $c(c-1)$ | $c(1-c-z)$ |

For example, the first recurrence relation is obtained from line 1 as follows

$$
a F(a+1 ; c ; z)+(a-c) F(a-1 ; c ; z)
$$

$$
\begin{equation*}
+(c-2 a-z) F(a ; c ; z)=0 \tag{4B-5}
\end{equation*}
$$

These six relations between the contiguous ${ }_{1} \boldsymbol{F}_{1}$ functions are analogous to the 15 relations, given by Gauss, between the contiguous ${ }_{8} F_{1}$ hypergeometric functions and may be derived from these by using

$$
\begin{equation*}
{ }_{1} F_{1}(a ; c ; z)=\operatorname{Limit}_{b \rightarrow \infty} F,\left(a, b ; c ; \frac{\varepsilon}{b}\right) \tag{4~B-6}
\end{equation*}
$$

A recurrence relation involving two ${ }_{1} F_{1}$ 's of the type (4B-4) may be obtained by replacing $a$ by $a+1$ in the relation given by row four of the tabie
${ }^{\text {s }}$ G. N. Watson, "Theory of Bessel Functions" (Cambridge, 1922), p. 191.
and then eliminating ${ }_{1} F_{1}(a+1 ; c ; z)$ from this relation and the one obtained from row 3 of the table. There results
${ }_{1} F_{1}(a ; c ; z)={ }_{2} F_{1}(a ; c-1 ; z)+\frac{z a}{c(1-c)} F(a+1 ; c+1 ; x)$
Setting $\nu$ equal to zero and one in $(4 \mathrm{~B}-4)$ and $a$ equal to $\frac{1}{2}, c$ equal to 2 in (4B-7) gives

$$
\begin{align*}
& F_{1}\left(\frac{1}{2} ; 1 ; z\right)=e^{z / 2} I_{0}\left(\frac{z}{2}\right) \\
& F_{1}\left(\frac{3}{2} ; 3 ; z\right)=4 z^{-1} e^{0 / 2} I_{1}\left(\frac{z}{2}\right)  \tag{4~B-8}\\
& { }_{1} F_{1}\left(\frac{1}{2} ; 2 ; z\right)=e^{1 / 2}\left[I_{0}\left(\frac{z}{2}\right)-I_{1}\left(\frac{z}{2}\right)\right]
\end{align*}
$$

Starting with these relations the relations in the table enable us to find an expression for ${ }_{1} \tilde{r}_{1}\left(n+\frac{1}{2} ; m ; z\right)$ where $n$ and $m$ are integers. A number of these are given in Rennett's paper. In particular, using (4B-2),

$$
\begin{equation*}
{ }_{2} F_{1}\left(-\frac{1}{2} ; 1 ;-z\right)=e^{-z / 2}\left[(1+z) I_{0}\left(\frac{z}{2}\right)+z I_{1}\left(\frac{z}{2}\right)\right] . \tag{4B-9}
\end{equation*}
$$

## APPENDIX 4C

The Power Spectrum Corresponding to $\psi^{*}$
Quite often we encounter the integral

$$
\begin{equation*}
G_{n}(f)=\int_{0}^{\infty}[\psi(\tau)]^{n} \cos 2 \pi f \tau d \tau \tag{4C-1}
\end{equation*}
$$

where $\psi(\tau)$ is the correlation function corresponding to the power spectrum $w(f)$. From the fundamental relation between $w(f)$ and $\psi(\tau)$ given by (2.1-5),

$$
\begin{equation*}
G_{\mathrm{I}}(f)=\frac{w(f)}{4} \tag{4C-2}
\end{equation*}
$$

The expression for the spectrum of the product of two functions enables us to write $G_{n}(f)$ in terms of $w(f)$. We shall use the following form of this expression: Let $F_{r}(f)$ be the spectrum of the function $\varphi_{r}(\tau)$ so that

$$
\begin{aligned}
& \varphi_{r}(r)=\int_{-\infty}^{+\infty} F_{r}(f) e^{2 \pi / r} d f, \quad r=1,2 \\
& F_{r}(f)=\int_{-\infty}^{+\infty} f_{r}(r) e^{-2 x / t r} d t
\end{aligned}
$$

Then

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \varphi_{1}(\tau) \varphi_{2}(r) e^{-2 \pi i / r} d \tau=\int_{-\infty}^{+\infty} f_{1}(x) F_{2}(f-x) d x \tag{4C-3}
\end{equation*}
$$

i.e., the spectrum of the product $\varphi_{1}(\tau) \varphi_{\mathrm{g}}(\tau)$ is the integral on the right. If $\rho_{1}(\tau)$ and $\varphi_{2}(\tau)$ are real even functions of $\tau,(4 \mathrm{C}-3)$ may be written as

$$
\begin{equation*}
\int_{0}^{\infty} \varphi_{1}(\tau) \varphi_{2}(\tau) \cos 2 \pi f \tau d \tau=\frac{1}{2} \int_{-\infty}^{+\infty} F_{1}(x) F_{2}(f-x) d x \tag{4C-4}
\end{equation*}
$$

In order to obtain $G_{2}(f)$ we set $\varphi_{1}(\tau)$ and $\varphi_{2}(\tau)$ equal to $\psi(\tau)$. We may then use (4C-4) since $\psi(\tau)$ is an even real function of $\tau$. When $\varphi_{\tau}(\tau)$ is an even real function of $\tau$ we sec, from the Fourier integral for $F_{r}(f)$, that $F_{r}(f)$ must be an even real function of $f$. We therefore set

$$
2 F_{r}(f)=w(f), \quad r=1,2
$$

and define $w(f)$ for negative $f$ by

$$
\begin{equation*}
w(-f)=w(f) \tag{4C-5}
\end{equation*}
$$

Equation (4C-4) then gives

$$
\begin{align*}
G_{2}(f)= & \frac{1}{8} \int_{-\infty}^{+\infty} w(x) w(f-x) d x \\
= & \frac{1}{8} \int_{0}^{f} w(x) w(f-x) d x  \tag{4C-6}\\
& +\frac{1}{4} \int_{0}^{\infty} w(x) w(f+x) d x
\end{align*}
$$

where in the second equation only positive values of the argument of $w(f)$ appear.

In order to get $G_{3}(f)$ we set $\varphi_{1}(\tau)$ equal to $\psi(\tau), 2 F_{1}(f)$ equal to $w(f)$, and $\varphi_{2}(\tau)$ equal to $\psi^{2}(\tau)$. Then

$$
\begin{aligned}
F_{2}(f) & =2 \int_{0}^{\infty} \varphi_{2}(\tau) \cos 2 \pi f \tau d \tau \\
& =2 G_{2}(f)
\end{aligned}
$$

and from (4C-4) we obtain

$$
\begin{align*}
G_{3}(f) & =\frac{1}{2} \int_{-\infty}^{+\infty} w(x) G_{2}(f-x) d x \\
& =16 \int_{-\infty}^{+\infty} w(x) d x \int_{-\infty}^{+\infty} w(y) w(f-y) d y \tag{4C-7}
\end{align*}
$$

Equation (4C-7) suggests that we may write the expression for $G_{2}(f)$ as

$$
\begin{equation*}
G_{y}(f)=\frac{1}{2} \int_{-\infty}^{+\infty} w(x) G_{1}(f-x) d x \tag{4C-8}
\end{equation*}
$$

This is seen to be true from (4C-2) and (4C-6). In fact it appears that

$$
\begin{equation*}
G_{n}(f)=\frac{1}{2} \int_{-\infty}^{+\infty} w(f-x) G_{n-1}(x) d x \tag{4C-9}
\end{equation*}
$$

might be used for a step by step computation of $G_{n}(f)$.
We now consider $G_{n}(f)$ for the case of relatively narrow band pass filters. As examples we take filters whose characteristics give the following $w(f)$ 's and $\psi(\tau)$ 's

Table 1

| Filter | $w(f)$ for $f>0$ | $\psi(r)$ |
| :---: | :---: | :---: |
| a | $\sqrt{\nu_{0}}=e^{-\left(1-f_{0}\right)^{2} / 2 \sigma^{2}}$ | $\psi_{0} e^{-2(t o r)}$ ' $\cos 2 \pi f_{0} \tau$ |
| b | $\frac{\nu_{0} \alpha}{\pi} \frac{1}{a^{2}+\left(f-f_{0}\right)^{2}}$ | $\psi_{0} e^{-3 \mathrm{~Pa} a \mid r l} \cos 2 \pi f_{0} \mathrm{r}$ |
| c | $w(f)=w_{0}=\psi_{0} / \beta$ for $\begin{aligned} & f_{0}-\frac{\beta}{2}<f<f_{0}+\frac{\beta}{2} \\ & w(f)=0 \text { elsewhere } \end{aligned}$ | $\psi_{0} \frac{\sin x \beta r}{\pi \beta r} \cos 2 \pi f_{0} r$ |

We shall refer to these filters as Filter a, Filter b, and Filter c, respectively. All have $f_{0}$ as the mid-frequency of the pass band. The constants have been chosen so that they all pass the same average power when a wide band voltage is applied:

$$
\psi_{0}=\int_{0}^{\infty} w(f) d f=\text { mean square value of } I(t) \text { or } V(t)
$$

and it is assumed that $f_{0} \gg \sigma, f_{0} \gg \alpha, f_{0} \gg \beta$ so that the pass bands are relatively narrow.

Expressions for $G_{n}(f)$ corresponding to several values of $n$ are given in Table 2. When $n=1, G_{1}(f)$ is simply $w(f) / 4 . \quad G_{2}(f)$ is obtained by setting $n=2$ in the definition (4C-1) for $G_{n}(f)$, squaring the $\psi(\tau)$ 's of Table 1 , and using

$$
\cos ^{2} 2 \pi f_{0} \tau=\frac{1}{2}+\frac{1}{2} \cos 4 \pi f_{0} \tau
$$

Tabie 2

| $G_{n}(f)$ | Filter a | Filter b $\quad$ |
| :---: | :---: | :---: |
| $G_{1}(f)$ | $\frac{40}{4 . \sigma \sqrt{2 x}} e^{-(1-50)^{2} / 2 \sigma^{2}}$ | $\frac{a p p}{4 \pi} \frac{1}{\alpha^{2}+\left(f-f_{0}\right)^{2}}$ |
| $G_{2}(f)$ | $\frac{\psi_{0}^{2}}{8 \sigma \sqrt{4 \pi}}\left[2 e^{-f^{2} / 4 \sigma^{2}}+e^{-\left(f-20_{0}\right)^{2} / 40^{2}}\right]$ | $\frac{2 \alpha \psi_{\theta}^{2}}{8 m}\left[\frac{2}{4 \alpha^{2}+f^{2}}+\frac{1}{4 \alpha^{2}+(f-2 f 0)^{2}}\right]$ |
| $G_{3}(f)$ | $\frac{\nu_{0}^{3}}{16 \sigma \sqrt{6 \pi}}\left[3 e^{-(v-(0))^{2} / 6 \sigma^{2}}+e^{-\left(1-3 f_{0}\right)^{2} / 60^{2}}\right]$ | $\frac{3 \alpha \psi_{0}^{3}}{16 \pi}\left[\frac{3}{9 \alpha^{2}+(f-f 0)^{2}}+\frac{1}{9 \alpha^{2}+(f-3 /)^{2}}\right]$ |
| $G_{4}(f)$ | $\frac{\psi_{0}^{4}}{32 \sigma \sqrt{8 \pi}}\left[6 e^{-f^{2} / B \sigma^{2}}+4 e^{-\left(f-2 f_{0}\right)^{2} / 8 \mathrm{~g}^{2}}+e^{-(S-4 \delta 0)^{2} / 8 \sigma^{2}}\right]$ | $\frac{4 \alpha \alpha^{4}}{32 \pi}\left[\frac{6}{16 \alpha^{2}+f^{2}}+\frac{4}{16 \alpha^{2}+(f-2 f 0)^{2}}+\frac{1}{16 x^{2}+(f-4 f)^{2}}{ }^{2}\right]$ |
| $\begin{aligned} & G_{\mathrm{r}}(f) \\ & n \text { odd } \\ & f \text { small } \end{aligned}$ | 0 | 0 |
| $\begin{aligned} & G_{n}(f) \\ & n \text { even } \\ & f \text { small } \end{aligned}$ | $\left(\begin{array}{c} \left.\frac{\psi_{0}^{n} n!}{2}\right) 1\binom{n}{2}!^{2^{-f^{2} / 2 n \sigma^{2}}} \sigma \sqrt{2} \\ 2 n \pi \end{array}\right.$ | $\frac{\psi_{0}^{n} n!}{\left(\frac{n}{2}\right)!\left(\frac{n}{2}\right)!2^{n}} \frac{1}{2^{n+1} \pi n \alpha} \frac{1}{1+\left(\frac{f}{n \alpha}\right)^{2}}$ |
| $\begin{aligned} & G_{n}(f) \\ & n \text { even } \\ & n \text { large } \\ & f \text { small } \end{aligned}$ | $\dot{2}_{2 \pi \sigma}^{1} e^{-j^{2}+2 n \sigma^{2}}$ | $\frac{2}{a(2 \pi n)^{3 / 2}} 1+\frac{1}{1+\left(\frac{f}{n_{n}}\right)^{2}}$ |
| Filter c $G_{1}(f)$ | $\begin{aligned} & \frac{\downarrow 0}{4 \beta} \text { when } f_{0}-\frac{\beta}{2}<f<f_{0}+\frac{\beta}{2} \\ & 0 \text { elsewhere } \end{aligned}$ | $\left\|\begin{array}{rll}\frac{\psi_{0}^{2}}{4 \beta}\left(1-\frac{f}{\beta}\right) & \text { when } & 0 \leq f \leq \beta \\ G_{2}(f)\end{array}\right\|$$\frac{\psi_{0}^{2}}{8 \beta^{2}}\left(f-2 f_{0}+\beta\right)$ " $2 f_{0}-\beta \leq f \leq 2 f_{0}$ <br> $\frac{\psi_{0}^{2}}{8 \beta^{2}}\left(2 f_{0}+\beta-f\right)$ $"$ $2 f_{0} \leq f \leq 2 f_{0}+\beta$ |

The expression for $G_{2}(f)$ given in Table 2 corresponding to Filter c is exact. The expressions for Filters a and b give good approximations around $f=0$ and $f=2 f_{\mathrm{c}}$ where $G_{2}(f)$ is large. However, they are not exact because terms involving $f+2 f_{0}$ have been omitted. It is seen that all three $G_{2}$ 's behave in the same manner. Each has a peak symmetrical about $2 f_{0}$ whose width is twice that of the original $w(f)$, is almost zero between 0 and $2 f_{0}$, and rises to a peak at 0 whose height is twice that at $2 f_{0}$.
$G_{3}(f)$ is obtained by cubing the $\psi(r)$ given in Table 1 and using

$$
\cos ^{3} 2 \pi f_{0} \tau=4 \cos 2 \pi f_{0} r+1 \cos 6 \pi f_{0} r
$$

From the way in which the cosine terms combine with $\cos 2 \pi f r$ in (4C-1) we see that $G_{3}(f)$, for our relatively narrow band pass filters, has peaks at $f_{0}$ and $3 f_{0}$, the fust peak being three times as high as the second. The expressions given for $G_{3}(f)$ and $G_{4}(f)$ are approximate in the same sense as are those for $G_{2}(f)$. It will be observed that the coefficients within the brackets, for Filters $a$ and $b$, are the binomial coefficients for the value of $n$ concerned. Thus for $n=2$, they are 2 and 1 , for $n=3$ they are 3 and 1 , and for $n=4$ they are 6,4 , and 1 .

The higher $G_{n}(f)$ 's for Filters a and b, may be computed in the same way. The integrals to be used are

$$
\begin{aligned}
& \int_{0}^{\infty} e^{-2 n(n \sigma \tau)^{2}} \cos 2 \pi f \tau d \tau=\frac{e^{-f^{2} / 2 \dot{n} \sigma^{2}}}{2 \sigma \sqrt{2 n \pi}} \\
& \int_{0}^{\infty} e^{-2 n \operatorname{sar}} \cos 2 \pi f \tau d \tau=\frac{1}{2 \pi} \frac{n \alpha}{n^{2} \alpha^{2}+f^{2}}
\end{aligned}
$$

In many of our examples we are interested only in the values $G_{n}(f)$ for $f$ near zero, i.e., only in that peak which is at zero. It is seen that $G_{n}(f)$ has such a peak only when $n$ is even, this peak arising from the constant term in the expansion

$$
\begin{array}{r}
\cos ^{2 k} x=\frac{1}{2^{2 k-1}\left[\cos 2 k x+2 k \cos 2(k-1) x+\frac{(2 k)(2 k-1)}{2!} \cos 2(k-2) x\right.} \\
\left.+\cdots+\frac{(2 k)!}{(k-1)!(k+1)!} \cos 2 x+\frac{(2 k)!}{k!k \mid 2}\right]
\end{array}
$$
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